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Preface

Historically, the study of audition has lagged behind the study of vision, partly,
no doubt, because seeing is our first sense, hearing our second. But beyond this,
and perhaps more importantly, instruments for acoustic control and analysis
demand a more advanced technology than their optic counterparts: having a
sustained natural source of light, but not of sound, we had lenses and prisms
long before we had sound generators and oscilloscopes. For speech, moreover,
early work revealed that its key perceptual dimensions are not those of the wave-
form as it impinges on the ear (amplitude, time), but those of its time-varying
Fourier transform, as it might appear at the output of the cochlea (frequency,
amplitude, time). So it was only with the invention of instruments for analysis
and synthesis of running speech that the systematic study of speech percep-
tion could begin: the sound spectrograph of R. K. Potter and his colleagues at
Bell Telephone Laboratories in New Jersey during World War II, the Pattern
Playback of Franklin Cooper at Haskins Laboratories in New York, a few years
later. With these devices and their successors, speech research could finally
address the first task of all perceptual study: definition of the stimulus, that is,
of the physical conditions under which perception occurs.

Yet a reader unfamiliar with the byways of modern cognitive psychology who
chances on this volume may be surprised that speech perception, as a distinct
field of study, even exists. Is the topic not subsumed under general auditory
perception? Is speech not one of many complex acoustic signals to which we are
exposed, and do we not, after all, simply hear it? It is, of course, and we do. But
due partly to the peculiar structure of the speech signal and the way it is pro-
duced, partly to the peculiar equivalence relation between speaker and hearer,
we also do very much more.

To get a sense of how odd speech is, consider writing and reading. Speech is
unique among systems of animal communication in being amenable to transduc-
tion into an alternative perceptuomotor modality. The more or less continuously
varying acoustic signal of an utterance in any spoken language can be transcribed
as a visual string of discrete alphabetic symbols, and can then be reproduced
from that string by a reader. How we effect the transforms from analog signal to
discrete message, and back again, and the nature of the percept that mediates
these transforms are central problems of speech research.
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Notice that without the alphabet as a means of notation, linguistics itself, as
a field of study, would not exist. But the alphabet is not merely a convenient
means of representing language; it is also the primary objective evidence for our
intuition that we speak (and language achieves its productivity) by combining
a few dozen discrete phonetic elements to form an infinite variety of words
and sentences. Thus, the alphabet, recent though it is in human history, is not a
secondary, purely cultural aspect of language. The inventors of the alphabet
brought into consciousness previously unexploited segmental properties of speech
and language, much as, say, the inventors of the bicycle discovered previously
unexploited cyclic properties of human locomotion. The biological nature and
evolutionary origins of the discrete phonetic categories represented by the
alphabet are among many questions on which the study of speech perception
may throw light.

To perceive speech is not merely to recognize the holistic auditory patterns of
isolated words or phrases, as a bonobo or some other clever animal might do;
it is to parse words from a spoken stream, and segments from a spoken word, at
a rate of several scores of words per minute. Notice that this is not a matter of
picking up information about an objective environment, about banging doors,
passing cars, or even crying infants; it is a matter of hearers recognizing sound
patterns coded by a conspecific speaker into an acoustic signal according to the
rules of a natural language. Speech perception, unlike general auditory percep-
tion, is intrinsically and ineradicably intersubjective, mediated by the shared
code of speaker and hearer.

Curiously, however, the discrete linguistic events that we hear (segments, syl-
lables, words) cannot be reliably traced in either an oscillogram or a spectrogram.
In a general way, their absence has been understood for many years as due to
their manner of production: extensive temporal and spectral overlap, even across
word boundaries, among the gestures that form neighboring phonetic segments.
Yet how a hearer separates the more or less continuous flow into discrete ele-
ments is still far from understood. The lack of an adequate perceptual model of
the process may be one reason why automatic speech recognition, despite half a
century of research, is still well below human levels of performance.

The ear’s natural ease with the dynamic spectrotemporal patterns of speech
contrasts with the eye’s difficulties: oscillograms are impossible, spectrograms
formidably hard, to read — unless one already knows what they say. On the other
hand, the eye’s ease with the static linear string of alphabetic symbols contrasts
with the ear’s difficulties: the ear has limited powers of temporal resolution, and
no one has ever devised an acoustic alphabet more efficient than Morse code, for
which professional rates of perception are less than a tenth of either normal speech
or normal reading. Thus, properties of speech that lend themselves to hearing
(exactly what they are, we still do not know) are obstacles to the eye, while
properties of writing that lend themselves to sight are obstacles to the ear.

Beyond the immediate sensory qualities of speech, a transcript omits much else
that is essential to the full message. Most obvious is prosody, the systematic
variations in pitch, loudness, duration, tempo, and rhythm across words, phrases,
and sentences that convey a speaker’s intentions, attitudes, and feelings. What a
transcript leaves out, readers put back in, as best they can. Some readers are so
good at this that they become professional actors.
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Certain prosodic qualities may be peculiar to a speaker’s dialect or idiolect,
of which the peculiar segmental properties are also omitted from a standard
transcript. What role, if any, these and other indexical properties (specifying a
speaker’s sex, age, social status, person, and so on) may play in the perception of
linguistic structure remains to be seen. I note only that, despite their unbounded
diversity within a given language, all dialects and idiolects converge on a single
phonology and writing system. Moreover, and remarkably, all normal speakers
of a language can, in principle if not in fact, understand language through the
artificial medium of print as quickly and efficiently as through the natural medium
of speech.

Alphabetic writing and reading have no independent biological base; they are,
at least in origin, parasitic on spoken language. I have dwelt on them here be-
cause the human capacity for literacy throws the biological oddity of speech into
relief. Speech production and perception, writing and reading, form an intricate
biocultural nexus at the heart of modern western culture. Thanks to over 50 years
of research, superbly reviewed in all its diversity in this substantial handbook,
speech perception offers the student and researcher a ready path into this nexus.

Michael Studdert-Kennedy
Haskins Laboratories
New Haven, Connecticut
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Introduction

The major goal of The Handbook of Speech Perception is to present the research and
theory that has guided our understanding of human speech perception. Over the
last three decades, enormous theoretical and technical changes have occurred in
perceptual research on speech. From its origins in psychophysical assessments
of basic phonetic attributes in telecommunication systems, the research agenda
has broadened in scope considerably over the years to encompass multisensory
speech perception, speech perception with sensory prostheses, speech perception
across the life span, speech perception in neuropathological disorders, as well as
the study of the perception of linguistic, paralinguistic, and indexical attributes
of speech. Growth in these diverse areas has spurred theoretical developments
reflecting a variety of perspectives for explaining and modeling speech percep-
tion in its various manifestations. The Handbook of Speech Perception was conceived
to provide a timely forum for the research community by presenting a collection
of technical and theoretical accomplishments and challenges across the field of
research.

The scope of the topics encompassed here matches the interdisciplinary nature
of the research community that studies speech perception. This includes several
neighboring fields: audiology, speech and hearing sciences, behavioral neuro-
science, cognitive science, computer science and electrical engineering, linguistics,
physiology and biophysics, and experimental psychology. We estimate that the
chapters are accessible to non-specialists while also engaging to specialists. While
The Handbook of Speech Perception takes a place among the many excellent com-
panion volumes in the Blackwell series on language and linguistics, the topics
collected here are motivated by the specific concerns of the perception of spoken
language, and therefore it is unique in the series.

The 27 chapters are organized into six sections. Each chapter provides an
informed and critical introduction to the topic under consideration by including:
(1) a synthesis of current research and debate; (2) a narrative comprising clear
examples and findings from the research literature and the author’s own research
program; and (3) a look toward the future in terms of anticipated developments
in the field.

In Part I, “Sensing Speech,” five chapters cover a wide range of foundational
issues in the field. James Sawusch provides a technical summary of current
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techniques for the analysis and synthesis of speech; Robert Remez discusses
several theoretical problems about the perceptual organization of speech and
how it differs from other auditory signals; Lawrence Rosenblum presents empir-
ical and theoretical arguments for the primacy of multimodal speech perception;
Lynne Bernstein discusses the neural substrates of speech perception; Dennis
Molfese et al. describe recent electrophysiological findings on speech perception
and language development.

In Part II, “Perception of Linguistic Properties,” seven chapters survey the
major areas of the field of human speech perception. Kenneth Stevens describes
the role of linguistic features in speech perception and lexical access; Edward
Flemming discusses the relations between speech perception and phonological
contrast within an optimality theoretic framework; Lawrence Raphael provides a
detailed summary of the major acoustic cues to segmental phonetic perception;
Rosalie Uchanski describes the rapidly growing literature on the perception of
clear speech; Jacqueline Vaissiere provides an extensive review and interpretation
of the contribution of intonation to speech perception; Anne Cutler describes the
role of lexical stress in speech perception; and Zinny Bond discusses perceptual
functions from the perspective of mishearing, or slips of the ear.

The four chapters in Part III focus on the “Perception of Indexical Properties”
of speech. Cynthia Clopper and David Pisoni describe recent findings on the
perception of dialect variation; Jody Kreiman, Diana Van Lancker-Sidtis and Bruce
Gerratt present a summary and theoretical framework on the perception of voice
quality; Keith Johnson discusses talker normalization in speech perception;
and Lynne Nygaard reviews research on the integration of linguistic and non-
linguistic properties of speech.

Part IV is concerned with “Speech Perception by Special Listeners.” Derek
Houston offers a perspective on the development of speech perception in infancy;
Amanda Walley provides an extensive review of speech perception in childhood;
Mitchell Sommers describes recent findings on age-related changes in speech
perception and spoken word recognition; David Pisoni reviews findings on the
speech perception of deaf children with cochlear implants; William Badecker dis-
cusses speech perception following brain injury; Nuria Sebastidn-Gallés considers
speech perception across languages; and Susan Ellis-Weismer examines the recent
literature on speech perception in children with specific language impairment.

Part V presents two chapters on “Recognition of Spoken Words.” Paul Luce and
Conor McLennan discuss the challenges of phonetic variation in word recogni-
tion; Edward Auer and Paul Luce examine the conceptualization of probabilistic
phonotactics in word recognition.

The final section, Part VI, contains two chapters that present quite different “The-
oretical Perspectives” on speech perception. Carol Fowler and Bruno Galantucci
discuss the relation between speech perception and speech production while
Timothy Gentner and Gregory Ball present a neuroethological perspective on the
perception of vocal communication signals.

There are many decisions that face an editor in composing an ideal handbook,
one that can be useful for the student and researcher alike. Early in our discus-
sions, we understood that we would not be creating a comprehensive review of
method and theory in research on speech perception. For one reason, technical
methods and technical problems evolve rapidly as researchers explore one or
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another opportunity. For another, the Annual Reviews already exist and can satis-
factorily offer a snapshot of a field at a particular instant. Aiming higher, we asked
each of the contributors to produce a lively essay expressing a point of view
to introduce the reader to the major issues and findings in the field. The result
is a broad-ranging and authoritative collection that articulates a perspective on
exactly those critical questions that are likely to move a rapidly changing field
of research.

The advent of a handbook can be viewed as a sign of growth and maturity of
a discipline. The Handbook of Speech Perception brings the diverse field of speech
perception together for the researcher who, while focusing on a specific aspect of
speech perception, might desire a clearer understanding of the aims, methods,
and prospects for advances across the field. In addition to the critical survey of
developments across a wide range of research on human speech perception, we
also imagine the Handbook facilitating the development of multi-disciplinary
research on speech perception.

We cannot conclude without acknowledging the many individuals on whose
creativity, knowledge, and cooperation this endeavor depended, namely, the
authors whose essays compose The Handbook of Speech Perception. A venture of
this scope cannot succeed without the conscientious care of a publisher to protect
the project, and we have received the benefit of this attention from Blackwell’s
Tami Kaplan and Sarah Coleman; thanks also to our copy-editor, Anna Oxbury.
The skill and resourcefulness of Luis Hernandez was critical to the production of
the work, and we are grateful for his timely good deeds on our behalf. And, for
her extraordinary versatility and assiduousness in steering the authors and the
editors to the finish line, we offer our sincere thanks to Darla Sallee. We also wish
to acknowledge the valuable contributions of Cynthia Clopper and Susannah
Levi who helped with the final proof of the entire book.

David B. Pisoni and Robert E. Remez
Bloomington and New York






Part I Sensing Speech







1 Acoustic Analysis and
Synthesis of Speech

JAMES R. SAWUSCH

1.1 Overview

The speech signal is the end point for speaking and the starting point for listen-
ing. While descriptions of language and language processes use terms like word,
phrase, syllable, intonation, and phoneme, it is important to remember that these
are explanatory constructs and not observable events. The observable events are
the movements of the articulators and the resulting sound. Consequently, under-
standing the nature of speech sounds is critical to understanding both the mental
processes of production and perception. It is also important to be able to create
sounds that have particular acoustic qualities for studies of perception. The focus
in this chapter is speech analysis and synthesis as an aid to understanding the
processes of speech perception. In analysis, we seek to characterize the energy
at each frequency at each point in time and whether the signal is periodic or
aperiodic. These qualities are related to the processes and structures of articula-
tion and may be exploited by the listener in perception. In synthesis, we seek
to reproduce speech from a small set of values (parameters) that describe the
desired articulatory or acoustic qualities of the signal. Our starting point will be
the nature of the articulatory system and a characterization of how sound is
produced and modified in speech.

1.2 The Speech Signal

In overview, the production of speech sounds involves an air source that passes
through the vocal folds. The folds are either held open or vibrate. The “sound”
(air flow) is then modified as it passes through the vocal tract. A representation
of the human vocal tract, in cross-section, is shown in Figure 1.1(a). The net effect
of this chain of events is the speech signal. This characterization of speech
production is known as the source-filter model (see Fant, 1960) and is shown
schematically in panels b, ¢, d, and e in Figure 1.1.
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Source Transfer

AN

(b) (0)

Radiation Speech
(@

(d) (e)

Figure 1.1 Source-filter characterization of speech production with cross-section of
vocal tract.

1.2.1 Source-filter

As the air stream from the lungs passes through the larynx, it can set the vocal
folds vibrating. The rate at which the vocal folds vibrate is determined by their
size and the muscle tension placed on them. Adult males generally have longer
and more massive vocal folds than children, and adult females are intermediate.
Like the strings on a piano, longer, more massive vocal folds produce a lower
rate of vibration. Listeners hear this as a lower pitch voice. When the vocal folds
are vibrating, we refer to the resulting speech signal as voiced. However, it is
also possible for the talker to pass air through the larynx without causing the vocal
folds to vibrate. In this case, the resulting speech signal is voiceless. A schematic
representation of the spectrum (energy at different frequencies) of voicing is shown
in Figure 1.1(b). There is energy at the fundamental frequency (the rate of vocal
fold vibration) and at integer multiples of the fundamental (the harmonics).
The air stream then enters the vocal tract. One very simplified way to describe
the vocal tract is as a series of tubes. In fluent speech, the talker moves the
tongue, lips and jaw from one configuration to another to produce the sounds of
speech. At any one point in time, the position of the tongue, lips, and jaw can be
approximated as a series of one or more tubes of different lengths and uniform
cross-sectional areas. This is shown schematically in Figure 1.1(a) where the tongue,
lips, and jaw position are appropriate for the vowel /ae/ as in “bat.” The effect of
the vocal tract on the air stream passing through it is to pass some frequencies
and attenuate others. Every tube has a natural or resonant frequency, set by the
length of the tube. Again, like a piano, the long tube (string) has a lower resonant
frequency and the short tube (string) has a higher resonant frequency. The reson-
ance characteristics of the vocal tract for the vowel /a/ are shown schematically
in Figure 1.1(c). The peaks in panel (c) represent the resonant frequencies. The
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Figure 1.2 Wide-band spectrogram (top) and waveform (bottom) of “The bottle
deposit is five cents.”

vocal tract thus shapes the air stream and the resulting sound represents the
combined effects of the larynx (source) and the vocal tract (filter).

Finally, the sound radiates out of the vocal tract (the effect of which is shown
in panel d) and results in the sound spectrum shown in panel (e). The sounds of
speech are the result of a source (voiced or voiceless) that is passed through a
filter (the vocal tract). The complex nature of the speech signal is due to the
dynamic nature of the speech production process. The movement of the tongue,
lips, and jaw means that the frequency composition of speech changes as the
shape of the vocal tract changes. The bottom part of Figure 1.2 shows an example:
the speech signal for the sentence “The bottle deposit is five cents.” The vertical
scale is in units of pressure while the horizontal scale displays time.

1.2.2 The digital domain

Before proceeding, a few words are in order about the process of recording and
converting the sound signal into a digital form. A microphone converts pressure
in air to a voltage (the electrical equivalent). This is still a continuous, analog
signal. Since most modern speech analysis and synthesis is done by computer,
we need to convert the signal into a digital form that has sufficient fidelity to
preserve the details of the signal that listeners use in speech recognition. This
is accomplished by a process of sampling. At regular time intervals, the voltage
of the signal is converted to a numerical (digital) form using an analog-to-digital
converter. The two key aspects or parameters of this process are the sampling
rate and the precision of the conversion (resolution).
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The upper limit for human hearing is approximately 20 kHz. So, for high
fidelity, the sampling rate needs to represent frequencies up through 20 kHz. To
represent a frequency, we need a minimum of two values: one for the increase in
pressure and one for the decrease in pressure. Without at least two values, we
cannot capture and represent the change over time that corresponds to that fre-
quency. Thus, our sampling rate has to be at least twice the highest frequency
that we wish to represent. For human hearing, this means that our sampling rate
must be at least twice 20 kHz. With a sampling rate of 44.1 kHz (used for compact
disk recordings), we can capture and represent frequencies in the range of human
hearing. While musical instruments produce harmonics at high frequencies, there
are few acoustic qualities that are correlated with linguistic structure in human
speech above 10 kHz. Most of the acoustic information that signals linguistic
properties in voiced speech occurs below 5 kHz. Consequently, a sampling rate
near 20 kHz is quite adequate for speech and most speech research related to
perception uses sampling rates in the 10 kHz to 20 kHz range.

The second key parameter is the precision of the conversion between analog
and digital formats. Again, using our CD example, each point in time is repres-
ented by a 16-bit number. This provides a range of numbers from -2 to 2" or
—32,768 to 32,767 for representing the sound pressure at each point in time. This
is sufficient to represent most of the dynamic range of human hearing and can
faithfully represent and reproduce loud and soft sounds in the same recording.
While the range of intensity in speech is not as large as in music, a 16-bit repres-
entation is a good choice to preserve the details of the signal such as the change
from a soft /f/ or /0/ to a vowel such as /a1/ (e.g. “five” in Figure 1.2).

One final note. When converting an analog signal such as speech into digital
form, frequencies higher than one-half the sampling rate need to be removed
(filtered) before the conversion to digital form. This is because these frequencies
cannot be accurately represented. Unless the signal is filtered before sampling,
these frequencies will appear in the resulting digital waveform as distortion at
low frequencies (referred to as “aliasing”). Typically, a low-pass filter is used to
remove the frequencies above one-half the sampling rate.

1.3 Acoustic Analysis
1.3.1 Fourier analysis

The starting point for speech analysis on a computer is the Fourier transform.
Jean Baptiste Joseph Fourier (1768-1830) proposed that any periodic signal can
be represented as the sum of a set of sinusoids (pure tones) with particular
amplitudes and phases. The Discrete Fourier Transform (DFT) represents a math-
ematical means of determining the amplitudes and phases of a set of sinusoids
that represent the frequency composition of a sound. Put another way, the DFT
converts a function (the sound) in the time domain (change in pressure over
time) to a function in the frequency domain (the spectrum) which represents the
intensity at each frequency. Figure 1.3 shows a brief part of the acoustic signal
from Figure 1.2 on the bottom and the corresponding power spectrum for this
part of the signal on the top. If we take repeated short samples of the signal and
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Figure 1.3 Spectral cross section at the release of the consonant /b/ in “bottle” in
Figure 1.2.

convert each into a spectrum, we can display the information in the form shown
in the top half of Figure 1.2. This is called a sound spectrogram. Time is on the
horizontal axis and frequency is on the vertical axis. The darkness in the graph
represents intensity with white representing low intensity and black high intens-
ity at that frequency and time. The dark concentrations of energy over time in
Figure 1.2 are called formants and these represent the natural resonances of the
vocal tract. The lowest frequency formant is termed the first formant (F1), the
next is the second formant (F2), and so forth.

This brief description hides a wealth of important details about speech (see
Childers, 2000; Flanagan, 1972; Oppenheim & Schafer, 1975). Some of these
details are important, so we will expand on them. The first is that this particular
analysis was done after the signal had been pre-emphasized. Pre-emphasis has
the effect of tilting the spectrum so that the high frequencies are more intense.
This process makes the higher frequency formants show up more clearly in the
spectrogram. The second important detail is the duration of the acoustic signal
that is transformed into a spectral representation. We will focus on durations that
are appropriate for examining the acoustic consequences of articulation. There is
a trade-off between the length of the signal and the frequency resolution in the
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spectrum. Time and frequency are reciprocals since frequency is change over
time. If a long signal is examined, then we can get a very detailed picture in the
frequency domain. That is, we achieve good frequency resolution. If the sample
comes from a part of the speech sound where the articulators were moving rapidly,
then the frequency composition of the sound would also be changing. However,
because we are analyzing this part of the sound as a single entity, the rapid
changes will be smeared over time and our detailed resolution spectrum will
show the average intensity at each frequency during this time interval. The detailed
frequency resolution comes at the cost of low temporal resolution. Figure 1.3
shows a relatively long stretch of our sentence (46.3 ms), centered at 200 ms,
which is near the onset of the stop consonant /b/. The individual harmonics in
the spectrum are resolved quite well. However, any rapid changes in the spec-
trum such as formant frequency transitions or the details of a release burst have
been lost. A spectrum computed with a long temporal window such as this one
is referred to as a narrow-band spectrum because it captures a detailed frequency
resolution of the signal.

Figure 1.4 shows the same part of the sound as Figure 1.3. Here, a much
shorter segment of 5.8 ms centered at the same point in time as in the previous
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Figure 1.4 Spectral cross section at the release of the consonant /b/ in “bottle” in
Figure 1.2.
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example has been selected. Because the duration of the sound segment is relat-
ively short, the frequency resolution in the spectrum will be relatively coarse.
This can be seen in the top panel of Figure 1.4. The individual harmonics of the
spectrum are no longer resolved here. Only broad peaks representing multiple
harmonics are present. However, if this 5.8 ms part of the signal were compared
to the 5.8 ms before and the 5.8 ms after, we could determine the nature of any
changes in the spectrum that would correspond to rapid movements of the speech
articulators. This computation with a short temporal window is referred to as a
wide-band spectrum. In Figure 1.2 the location of the spectral sections shown in
Figures 1.3 and 1.4 is marked by the arrow at 200 ms. Both spectral sections
represent the onset of voicing in the consonant /b/. The speech sound at this
point contains a release burst followed by rapid formant transitions. These tem-
poral changes are preserved in the wide-band spectrogram and spectral section
(Figures 1.2 and 1.4). A narrow-band spectrogram of the sound would partly or
completely obscure these rapid spectrum changes.

Our next issue is illustrated by the bell-shaped curve superimposed on the
sound in the bottom panels in both Figures 1.3 and 1.4. This curve is referred to
as a window function and represents the portion of the sound that will be trans-
formed into the spectrum. The purpose of a window function is to determine
which part of the sound will be transformed. In addition to the length of the
window, which we have just described, there are also different shaped windows.
The bell shaped curve in Figure 1.4 is called a Hamming window. The amplitude
of the sound is adjusted at each point to reflect the height of the window function
relative to the horizontal axis. The result is that the part of the sound at the center
of the window is treated at its full original amplitude and sounds near the edge
of the window are attenuated to near zero. A window that tapers at the begin-
ning and end reduces distortion in the spectrum. A fuller treatment of this can be
found in Saito and Nakata (1985; also Oppenheim & Schafer, 1975).

The last step is to repeat this process for the entire utterance: select a short
portion of the sound, impose the window function, and process with the FFT.
This procedure results in a spectrum like those shown in Figures 1.3 and 1.4 for
each point in time. To ensure that our analysis does not miss any of the informa-
tion in the signal, this is usually done so that successive segments of the sound
overlap. In order to display the frequency information over time, the height on
the graph in Figure 1.4 is represented on a black (intense) to white (quiet) scale
and each of our samples represents the information for one point in time in
Figure 1.2. The sound spectrogram shown in Figure 1.2 is based on a series of
short (5.8 ms) time windows such as those in Figure 1.4 and is a wide-band spec-
trogram. In this display, the resonant frequencies of the vocal tract show up as
the dark concentrations of energy over time. These are referred to as formants.

The fundamental frequency (F0) or voice pitch does not show up as a concen-
tration of energy in this display. Rather, the fundamental appears as the alternat-
ing light and dark vertical striations that are seen most clearly in the vowels such
as the /a/ of the word “bottle” in Figure 1.2. In order to understand why FO
appears this way, look at the bottom panel of Figure 1.4. Here, the 5.8 ms window
is shown superimposed upon the first vocal pulse of the consonant /b/. The
5.8 ms segment is shorter in duration than one vocal pulse (which is approx-
imately 10 ms). The overall amplitude of the signal in the window will change
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with the precise positioning of the window on the waveform. When the window
is positioned over a more intense part of the waveform, the resulting spectrum will
have more energy and this appears as a darker vertical band. When the window
is positioned over a portion of the waveform with less energy, the resulting
spectrum will have less energy overall and a lighter vertical band will appear in
the spectrogram. Since the intensity of the sound rises and falls with each vocal
pulse, the alternating light and dark areas of the spectrogram recur at regular
intervals corresponding to the fundamental frequency (rate of vocal fold vibra-
tion). Since the resolution in frequency is inversely proportional to the resolution
in time (as described above), the short temporal window used in the wide-band
spectrogram of Figure 1.2 does not resolve the individual harmonics of the male
talker’s voice. Since the individual harmonics are not resolved, FO does not appear
as a separate horizontal dark band. The narrow-band spectrum of Figure 1.3 does
resolve the individual harmonics.

The description thus far illustrates the choices that must be made in any speech
analysis: sampling rate, window type, window duration. These factors determine
the frequency and temporal resolution of the spectrum. Even with careful choices
for these alternatives, the spectrogram has some limits. First, since our analysis is
of the combined effects of the source and the filtering of the vocal tract, the con-
centrations of energy that we have called formants are not necessarily the same
as the resonant frequencies of the vocal tract. From the standpoint of invest-
igating the acoustic structure of speech and its implications for speech perception
and production, this can be a problem. The question is one of what information
we need from the sound. If it is the information available to the listener, then the
spectrogram is a good first order approximation. A more detailed approximation
would be based on an understanding of the workings of the ear and the neural
representation of sound. However, if we need to measure the resonant fre-
quencies of the vocal tract, then the spectrogram is limited because the spectrum
represents the source as modified by the vocal tract rather than the vocal tract
itself. A further complication is that an estimate of the bandwidth of the formants
is sometimes also desired and is not easily measured from the spectrogram or
a cross-sectional spectrum. The bandwidths of formants are useful in formant
synthesizers (discussed later).

What is needed is a method of separating the influences of the source (excitation)
from the filter (vocal tract). There are two widely used approaches that attempt
to do this: Linear Predictive Coding and cepstral analysis. We will examine Linear
Predictive Coding because of its widespread use in extracting formant frequencies
and bandwidths for formant synthesis. For a treatment of cepstral analysis, the
reader should see Deller, Hansen, and Proakis (1993, ch. 6) or Wakita (1996).

1.3.2 Linear Predictive Coding

In Linear Predictive Coding (LPC), the speech waveform is modeled (predicted)
based on a source function and a transfer function. This approach treats human
speech production as a source exciting or driving a set of resonators. However,
the analogy is not quite exact. The glottal source in human voiced speech is more
complex than the impulse excitation that is built into LPC so the transfer function
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in LPC does contain influences of the glottis (see Atal & Hanauer, 1971). In spite
of this caveat, LPC does produce a smoothed spectrum that can be used for
estimating formant frequencies and bandwidths. In turn, this information can be
used to remove the influence of the transfer function (vocal tract) from the speech
signal in a process known as inverse filtering. This allows researchers to exam-
ine the nature of the source (see Klatt & Klatt, 1990; Price, 1989 for examples).
The variant of LPC that is described here is known as the all-pole model (Markel
& Gray, 1976). The transfer function can be thought of as a set of resonators or
tubes. This neglects any influence of zeros (anti-resonators) where energy in the
source is effectively damped or canceled by the transfer function. In human
speech there are zeros in the transfer function for certain classes of speech sounds,
such as nasals. In all-pole LPC, the effects of zeros are modeled by using additional
poles (resonators). We will return to this limitation of LPC later.

Mathematically, LPC models the sound. Each sample in the waveform is pre-
dicted based on a linear combination of a set of immediately preceding samples.
The first step in LPC is to determine the coefficients of the equation that yields
the best prediction of the next sample of the waveform based on the set of
previous sample points. This represents the transfer function in the time domain.
Using an FFT, the time domain function is converted to the frequency domain.
Figure 1.5 shows the resulting LPC spectrum for an 11.4 ms part of the waveform
that is centered at the same point in the sound as the wide-band spectrum of
Figure 1.4. The LPC shows a smoothed spectrum that makes it easier to measure
formant frequencies and bandwidths. In Figure 1.5, the formant frequencies for
the first five formants are shown by the dashed vertical lines through the peaks
in the LPC spectrum. The formant bandwidth for F5 is shown as the distance (in
frequency) between points that are 3 dB below the peak (center frequency of the
formant) on either side of the peak. The mathematics for estimating the peak and
the bandwidth are fairly straightforward (see Markel & Gray, 1976) and widely
used in software for speech analysis.

This brief overview hides a wealth of important details about LPC analysis.
For example, the analysis can be done asynchronously to the speech signal or
pitch synchronously with one analysis frame per vocal pulse. The order of the
LPC can be adjusted depending upon the source characteristics of the portion
of the waveform with more coefficients used for voiced parts of the signal and
fewer for voiceless parts. A fuller description of these choices and others is neces-
sary to understanding the limits and uses of LPC, but it is beyond the bounds of
this chapter. A good starting point for the adventurous (and mathematically
inclined) reader is Markel and Gray (1976) or Deller et al. (1993). Childers (2000)
provides a good technical overview with software to illustrate the process.

The LPC can be used to measure formant frequencies and bandwidths because
it makes assumptions about the nature of the speech signal: Speech can be modeled
accurately using an all-pole model excited by an impulse. Then, we separate the
transfer function from the impulse source. This results in a temporal signal that
has less influence of the source (glottis) and more clearly reflects the influence of
the vocal tract than the original sound. Thus, the peaks in the spectrum of the
predicted function are a reasonable approximation to the resonant frequencies of
the vocal tract. In performing an LPC analysis, as in the basic spectral analysis, a
sample of the waveform of a particular size is chosen and a windowing function
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Figure 1.5 LPC spectrum showing the frequencies of the first five formants and the
bandwidth of the fifth formant at the release of the consonant /b/ in “bottle.”

such as the Hamming window is imposed upon the speech segment. Also, like
the basic spectral analysis, the speech signal is typically pre-emphasized to tilt
the spectrum upward with increasing frequency. This increases the intensity
of the higher frequency energy in the signal and leads to a more accurate estima-
tion of the higher frequency formants.

One additional parameter must be chosen: the order of the LPC. The researcher
must choose the number of poles to use in the model. Using too few poles will
result in a formant being missed or having two closely spaced formants merged
in the analysis. Using too many may result in spurious peaks in the estimated
spectrum. The choice of the number of poles is reducible to the sampling rate of
the sound (which determines the upper frequency limit of the spectrum) and the
length of the talker’s vocal tract. For a male talker, Markel and Gray suggest that
a good rule of thumb is the sampling rate in kHz plus 4 or 5. With a sampling
rate of 10 kHz, 14 or 15 would be appropriate as the LPC order. The LPC spec-
trum in Figure 1.5 uses 14 poles with a sampling rate of 11,050 Hz. With an adult
female, the vocal tract is shorter and the order of the LPC can be slightly less
because fewer formants are present in the spectrum (see Atal & Hanauer, 1971 or
Markel & Gray, 1976).
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Since LPC is often used to measure formant frequencies over entire syllables,
words, or phrases, it is convenient to have an automated method for making the
measurement. Markel and Gray (1976; see also McCandless, 1974 or Childers,
2000 for a summary and software) provide a thorough treatment of this process.
There are a number of potential problems that any user of automated formant
tracking should be aware of. Before describing these, we should note some basics
of how automated formant tracking works. The starting point is the “raw” data of
the peaks and their bandwidths from each LPC spectral section (see Figure 1.5).
In addition, we need an assessment of the source of the speech signal as voiced
or not. These data can then be converted to formant tracks using a set of con-
straints. The first constraint is to define a frequency region for each formant and
starting values. Furthermore, this region and starting values should be scaled for
the vocal tract length of the talker. For a male voice, the search for F1 could be
confined to the frequency region of 220 Hz to 900 Hz with a starting value in the
area of 450—-500 Hz. Similarly, bounds and starting values for F2, F3, F4, and F5
can be established.

Second, we use a continuity constraint. The value for any particular formant at
one point in time is likely to be similar to the time before and the time after. The
formants do change in frequency over time, but these changes tend to be smooth
even when they are fairly rapid. The third constraint is a bandwidth constraint.
During voiced speech, the formants tend to be reasonably well defined as peaks
in the LPC spectrum. A very broad peak (with wide bandwidth) is not likely to
be one of the formants. Using these constraints, peaks can be assigned to formants.
The usual starting point is to assign the lowest frequency peak to the first formant,
the next peak to the second formant, and so forth. If the second formant is not
found in a particular spectral section (see below), these constraints will keep the
peak corresponding to the third formant from being inadvertently assigned to
the second formant. In addition, a value can be assigned to any missing formants
based on the idea that changes between points in time will be smooth. That is,
we can fill in missing values by interpolating between points in time with known
values.

1.3.3 Potential problems in speech analysis

There are a number of problems that may be encountered in attempting to measure
the formants in speech. The first is very simple. Sometimes a formant is not evident
in the speech signal. To understand how this can happen, we need to go back to
the source-filter model of production. In voiced speech, the source is a harmonic
spectrum consisting of a fundamental and its harmonics. This source spectrum
passes through the vocal tract, which acts as a set of resonators. Those parts of
the source spectrum that are a good match to the resonant frequencies pass
through while other harmonics are attenuated. Peaks in the resulting spectrum
will be good estimates of the vocal tract resonances to the extent that harmonics
of the fundamental were reasonably close to the vocal tract resonant frequencies
in production.

With a low fundamental frequency, the harmonics are closely spaced. In this
case, as shown for the vowel /a/ on the top in Figure 1.6(a), it is reasonably
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Figure 1.6 Narrow-band spectral sections and LPC of the vowel /a/ spoken by a male (a) and female (b).
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likely that at least one harmonic will be close to each formant (resonance) so that
the peaks in the spectrum will correspond to the formants. With a higher funda-
mental frequency, as shown on the bottom in Figure 1.6(b) for a female voice with
the same vowel, the harmonics are more widely spaced. If a vocal tract resonance
falls between harmonics, then the resulting sound may not have sufficient energy
at the resonant frequency to produce a peak in the spectrum. If two formants are
close in frequency, then all of the harmonics near the two formants may be
similar in intensity. As the fundamental gets higher, these problems get worse.
Since the average female fundamental is nearly twice that of the average male,
these problems are more pronounced for female speech. The average funda-
mental frequency for a child is even higher and it can be difficult to find either
F1 or F2 in any particular spectral section in a child’s voice. Using LPC for the
analysis will not avoid this problem. The signal does not contain the spectral
peak so there is no resonator (pole) to model.

This problem is shown in the narrow band spectrum and LPC (smooth curve)
in Figure 1.6(b). The average FO in this portion of the vowel /a/, spoken by a
female, is 220 Hz. There should be two formants (F1 and F2) in the vicinity of
1100 Hz. Only a single, broad peak can be found in the spectrum and LPC. The
solution is to move to spectral sections at other points in time. Since FO and the
formants change over time, it should be possible to find each of the formants in
some frames and then, as described above, use continuity constraints to estimate
the missing values. In the case of the sound in Figure 1.6(b), moving to an earlier
or later part of the sound reveals a first formant frequency above 900 Hz and a
second formant below 1300 Hz. Of course, if the parts of the speech signal where
the values are missing correspond to speech sounds with rapid changes in articula-
tion, this estimation process will miss the rapid changes and can be inaccurate.

A second area that needs special attention is the measurement of nasals.
When the velum is lowered during speech, air is allowed to flow into the nasal
tract in addition to the vocal tract. This produces additional resonances and anti-
resonances. The nasal resonances show up as peaks in the spectrum and the anti-
resonances show up as troughs (regions of very low energy) in the spectrum. If
automated formant tracking is used with LPC analysis, it is possible that a nasal
resonance will be misidentified as a formant. There are automated procedures for
dealing with this (see Childers, 2000 for a summary). However, hand correction
based on an inspection of the spectrum may be necessary. If precise estimation of
the location of the nasal zeros is needed, as would be the case in attempting to
precisely synthesize a particular talker’s utterances, then once again hand inspec-
tion of the spectrum is usually necessary.

1.3.4 Other forms of analysis

The human auditory system performs the same task of converting changes in air
pressure into a frequency representation that we have been discussing. However,
there are a number of critical differences between the sound spectrogram or LPC
and human hearing. If our goal is to represent the sound information in a manner
that reflects human perception then these differences are very important. Perhaps
the most important difference is in the frequency scale. All of the spectral sections
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and spectrograms that have been presented use a linear frequency scale. The
distance between adjacent points on this scale is a constant. This is not the case
in human hearing. At low frequencies, in the range up to about 500 Hz, the
relation between physical differences in frequency and perceived differences in
pitch is roughly linear. Above that point, it is approximately logarithmic. That is,
the human scale is compressed. Another way of describing this is that at low
frequencies, humans have good frequency resolution. Above about 500 Hz, the
frequency resolution diminishes as frequency increases. However, the correspond-
ing temporal resolution increases. This relation between frequency and frequency
resolution is found in studies of masking that investigate which frequencies in a
sound (the mask) make it difficult to perceive some aspect of a second sound (the
target) (see Moore, 1988; Patterson & Moore, 1986). This results in an estimate of
human frequency resolution that is usually called the critical band.

A first step in approximating the information in human hearing is to “re-filter”
a simple spectral analysis into a representation based on critical bands. The spec-
tral information from an FFT is band-pass filtered using a filter bank where the
width of the filter is fixed up to about 500 Hz and above 500 Hz is proportional
to the center frequency of the filter. The precise bandwidths can be derived from
critical band or critical ratio scales that reflect the results of masking experiments.
This approach produces a spectral representation (frequency scale) that more
closely reflects human perception. However, since it is based on a conversion of
a linear analysis, the resulting information does not accurately capture the details
of human temporal sensitivity. In some circumstances, this may be sufficient.
Forrest, Weismer, Milenkovic, and Dougall (1988), Kewley-Port (1983), Klatt (1982),
and Sawusch and Gagnon (1995) have all used this type of representation in
attempts at modeling aspects of human speech perception. An alternative that
accomplishes the same goal is exemplified in the work of Syrdal and Gopal (1986).
They converted the formant frequencies for a set of vowels to a Bark scale (Zwicker
& Terhardt, 1980). The Bark scale is similar to using critical bands and approxim-
ates human hearing more closely than a simple linear frequency scale.

A second step is to model, more closely, the analysis of sound provided by
the peripheral auditory system. In this case, both the temporal and the spectral
properties of the system are important. Seneff (1988) and Shamma (1988) have
described basic analyses that mimic human processing and the relevance of this
for human speech recognition. Patterson, Allerhand, and Giguere (1995) described
a model of the peripheral coding of sound that is consistent with both perceptual
data from masking studies and neurophysiological data from single-cell recordings
in animals. The behavior of their model is like a hybrid of narrow- and wide-
band spectrograms. At low frequencies, individual harmonics in the spectrum
are resolved as in a narrow-band spectrogram. At higher frequencies, harmonics
are not resolved. However, information about the fundamental is preserved in
the temporal pattern of the information, much as it is in a wide-band spectrogram.

As an example of differences between human hearing and the spectrogram,
consider the vowel /i/. The second and third formants are typically high in
frequency and close to one another (Peterson & Barney, 1952). Chistovich has
proposed that the second and third formants in this frequency region are not
resolved separately in human perception. In place of the separate F2 and F3
formants, Chistovich and Lublinskaya (1979) proposed that a single spectral peak



Acoustic Analysis and Synthesis of Speech 21

representing the merging of F2 and F3 is used in human perception. Another
way of saying this is that the qualities that can be measured in the sound spec-
trum are not necessarily the cues used by a listener in recognizing the sounds of
speech. To the extent that the representation of sound by the peripheral auditory
system and a sound spectrogram or LPC are different, researchers must use a
form of measurement appropriate to their goals. While an LPC analysis is appro-
priate for determining a set of values to use with a speech synthesizer (see below),
it may not be appropriate and may even be misleading when used to model
human perceptual processes (Klatt, 1982).

1.4 Speech Synthesis

In early research on speech perception, synthetic speech was generated with hard-
ware synthesizers such as the Pattern Playback (Cooper, Liberman, & Borst, 1951),
the parallel resonance synthesizer system at Haskins Laboratories (Scott, Grace,
& Mattingly, 1966), and the OVE (Liljencrants, 1968). Klatt (1980; Klatt & Klatt,
1990) provided a description of a computer software implementation of a formant
synthesizer. This synthesizer has been widely used in speech research. The focus
here will be on the use of Klatt’s software-based approach because of its flexibility.

1.4.1 Cascade/parallel formant synthesis

The Klatt (1980) software synthesizer is a cascade/parallel design. The cascade
branch acts as a set of resonators in series. This means that the F2 resonator acts
upon the source after it has already been modified by the F1 resonator. This basic
design was originally described by Fant (1960) and is also embodied in the OVE
synthesizer (Liljencrants, 1968). To specify each formant, a center frequency, band-
width, and amplitude are needed. However, because of the cascaded design, only
the formant frequencies and bandwidths are free to vary. The formant amplitudes
are determined from the individual formant frequencies, their bandwidths, and
formant interactions. In the cascade branch of the Klatt synthesizer, the user
controls the frequency and bandwidth of the formants and the amplitudes are set
automatically. In addition to the formant resonators, two additional resonators
are present in the cascade section: a nasal pole and a nasal zero. These are used to
produce a pole (formant) and a zero (anti-formant or trough in the spectrum) for
nasal consonants and vowels. The driving source for the cascade branch can be
either a periodic, voiced source or an aperiodic source (aspiration).

The parallel branch of the synthesizer is used to synthesize fricatives, affricates,
and plosive bursts associated with stop consonants. It can also be used with the
voiced source to achieve more control of the details of the sound. In the parallel
branch the formant resonators act independently of one another and their effects
on the source are summed to produce the output. Consequently, the frequency,
bandwidth, and amplitude for each resonator (formant) must all be specified.
Holmes (1983) has argued that this type of parallel configuration is actually pre-
ferred over the cascade configuration because of the ability to copy the details of
specific voices and produce natural sounding synthetic speech.
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The parallel configuration is preferred for the synthesis of fricatives because
of interactions that take place when a narrow constriction is present in the vocal
tract. For example, in producing an /f/, the tongue is raised and a narrow
opening is present between the tongue and the palate. As air moves through this
narrow opening, it produces turbulence. The “noise” of this turbulence is then
shaped by the part of the vocal tract following the constriction (see Stevens,
1999, pp. 175-9). There are also zeros in the spectra of fricatives (see Fant, 1960;
Klatt, 1980; Stevens, 1999 for details). The solution to modeling the acoustic
structure of fricatives is to control the amplitude as well as the bandwidth and
frequency of each resonator independently (in parallel). This allows the syn-
thesizer to approximate the complex spectra of fricatives at the additional cost of
precisely controlling amplitude parameters for all of the formants.

In the Klatt (1980) synthesizer, the voice source was designed to mimic a male
voice. Klatt and Klatt (1990) describe a modified version of the Klatt (1980) syn-
thesizer whose major changes involve modifications in the voicing source. A
revised model of voicing with more flexible control of the details of the glottal
wave shape and degree of breathiness was implemented. These changes allow
synthesis of a reasonably high quality female voice. Using the available para-
meters of the earlier synthesizer and scaling the fundamental frequency and form-
ant parameters to reflect a female voice resulted in a voice that sounded more like
a scaled male voice than like a female voice. The problem is that the female voice
is not simply a scaled male voice (see Henton, 1999 for review). Klatt and Klatt
(1990), in their review of research on acoustic measurements of male and female
voices, noted that one consistent finding was that the open quotient for females
was larger than for males. The open quotient is the percentage of a pitch period
during which the vocal folds are open. Klatt and Klatt summarize the data as
showing a 50% open quotient for males and a 60% quotient for females (see
also Price, 1989). The appearance of breathiness in female voices was much less
consistent and was also found for male speech. Finally, the incidence of creaky
voice, in which the fundamental frequency drops to a lower than normal value
and the open period is shorter than normal, seems to be more common in males
(see also Henton, 1999).

The Klatt and Klatt synthesizer includes control parameters for the open quotient
(OQ) and the tilt of the spectrum (attenuation of high frequencies relative to low,
see Cranen & Schroeter, 1996 for an articulatory rationale). By adjusting OQ, tilt,
and the degree of aspiration (AH) it is possible to synthesize a large range of
natural sounding voices, including female and breathy speech. Klatt and Klatt
also describe the results of a detailed synthesis experiment in which various
acoustic parameters related to breathiness in a voice were varied. However, in
spite of the improvements in speech synthesis, both Klatt (1987) and Henton
(1999) have noted that we are still a substantial way from routine speech syn-
thesis, by rule, of natural sounding female speech.

1.4.2 Synthetic speech in perceptual experiments

Since the early studies of speech perception using the Pattern Playback at Haskins
Laboratories (e.g., Delattre, Liberman, & Cooper, 1955), synthetic speech has been
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Figure 1.7 Wide-band spectrograms of /gaf/ (“gosh”) spoken by a female (left), copy
synthesis (center), and stylized synthesis (right).

used extensively to study the relationship between attributes of the sound, such
as formant frequencies, and listeners’ perception. From these studies we have
learned a great deal about speech perception and speech cues (see Raphael, this
volume). The synthetic stimuli used in experiments have ranged from highly
stylized “cartoons,” in which only one or two attributes of the signal are varied,
to highly natural sounding tokens based on copy synthesis that have been used
to explore the factors that underlie the perception of naturalness and voice qual-
ity. Figure 1.7 contains sound spectrograms of one natural and two synthetic
versions of the word /gaf/ (“gosh”) in a female voice. On the right is a highly
stylized, but intelligible, version. It contains no release burst at the onset of /g/,
the vowel is steady-state with no change in the formants over time, there are no
formant transitions into the fricative /f/, and a constant FO (monotone) has been
used. The syllable in the center is the result of copy synthesis. The FO, formant
frequencies, and bandwidths of the natural syllable (on the left) were tracked and
then hand edited. Both synthetic utterances were generated with the Klatt and
Klatt (1990) synthesizer in cascade mode.

At times it has seemed as though our view of what constitute the cues that
drive perception was conditioned by the technology for measuring the speech
signal. Early research focused on formant frequencies and led to the description
of a set of acoustic cues for perception. The mapping between speech cues and
percept was found to be complex (see Liberman, Cooper, Shankweiler, & Studdert-
Kennedy, 1967 for a review) and has led many investigators to conclude that there
is no invariant, one-to-one mapping between acoustic attributes and perception.
However, this has also led some investigators to question whether the focus on
formant frequencies in perception is a mistake (e.g. Blandon, 1982). As investig-
ators have examined the speech signal in other ways, alternative descriptions of
the relevant information for perception have been proposed (Forrest et al., 1988;
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Stevens & Blumstein, 1978; Zahorian & Jagharghi, 1993). As an example, Stevens
and Blumstein (1978) and Forrest et al. (1988) both proposed that the shape of the
short-term spectrum determined perception (for stops and voiceless obstruents
respectively). While the details of their proposals differ, the emphasis was clearly
on a description of the signal that did not emphasize formants and their fre-
quencies. Furthermore, the shape of the short-term spectrum is generally cor-
related with the frequency and intensity of the formants. Thus, these alternative
proposals do not deny that the formants carry information relevant to percep-
tion. Rather, the debate is over the best way to characterize the information in the
speech spectrum that is exploited by the listener in perception.

The key to evaluating these alternative proposals again lies in the use of the
techniques of analysis and synthesis described here. As an example, Lahiri,
Gewirth, and Blumstein (1984) proposed that change in the shape of the short-
term spectrum, from release to the onset of voicing, was the basis for perception
of bilabial and alveolar places of articulation in stops. They gave a detailed,
computational description of the means for determining the change in shape
of the short-term spectrum. They also showed that their description accurately
classified natural stops in multiple languages. A thorough test of this proposal
requires that synthetic stimuli be generated that are classified differently by
different theories. For example, a /ba/ can be generated based on copy synthesis
of the syllables of a talker. Then, the formant bandwidths and amplitudes (but
not the formant frequencies) can be modified so that the change over time from
release to the onset of voicing matches the description of Lahiri et al. for a /d/
rather than a /b/. This new syllable has the formant tracks for one place of
articulation but the short-term spectrum for another place of articulation. Dorman
and Loizou (1996) and Richardson (1992) generated stimuli like these and pre-
sented them to listeners. Listeners’ responses generally followed the movement
of the formants rather than the description proposed by Lahiri et al.

1.4.3 Challenges in speech synthesis

One of the challenges in speech synthesis has already been noted: synthesizing
natural sounding female (or child) speech. Careful copy synthesis can produce
very natural sounding speech for different voices. The challenge for the future is
to codify the “art” of copy synthesis so that it can be automated and expressed as
a set of rules. As Klatt (1987) noted over a decade ago and is still the case (see
Henton, 1999), the quality of speech synthesized by rule is high in intelligibility
but still not natural sounding. Natural sounding synthesis by rule would be very
useful in studies of spoken language processing because it would offer a stimu-
lus with more control than available in natural speech. One obstacle to natural
sounding synthesis by rule may lie in the approach to synthesis. Copy synthesis
involves tailoring the control parameters for a synthesizer to mimic the details of
a particular talker’s utterances. In doing this, the synthetic utterance contains
both multiple acoustic correlates to phonetic distinctions and acoustic correlates
to a talker’s voice. It may be that for synthetic speech to really sound natural it
will also have to sound like a particular talker. As listeners, humans have exten-
sive experience with many voices. Naturalness, for a listener, may depend upon
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similarity to an actual voice or voices. The perception of naturalness may also
interact with intelligibility and phonetic perception. The acoustic correlates to
phonetic distinctions vary, in their details, across talkers. Listeners, in turn, use
acoustic cues to both talker voice and phonetic quality in making phonetic
judgments (e.g. Mullennix & Pisoni, 1990).

A related issue is whether the acoustic qualities in a synthetic stimulus are
processed by a listener is the same way that the listener would process natural
speech. As an example, speaking rate and the durations of speech segments
influence perception (see Miller, 1981). These effects are readily found with
synthetic syllables. However, would they be found with natural speech? Put
another way, are the effects of speaking rate due to the degraded or ambiguous
nature of the synthetic syllables used in perceptual experiments? This issue was
raised by Shinn, Blumstein, and Jongman (1985) with respect to the synthetic
stimuli often used in speaking rate experiments. Miller and Wayland (1993) and
Newman and Sawusch (1996) have both shown that influences of speaking rate
also occur for high quality speech syllables including edited natural speech.
The key issue here is the redundant nature of the acoustic structure of natural
speech. When synthetic stimuli are used listeners may use the available acoustic-
phonetic information in a manner differently than they would process the same
phonetic distinction with natural speech. The only resolution to this question
is to compare the effects observed with synthetic stimuli to those found with
natural speech.
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2 Perceptual Organization
of Speech

ROBERT E. REMEZ

How does a perceiver resolve the linguistic properties of an utterance? This
question has motivated many investigations within the study of speech percep-
tion and a great variety of explanations. In a retrospective summary 15 years ago,
Klatt (1989) reviewed a large sample of theoretical descriptions of the perceiver’s
ability to project the sensory effects of speech, exhibiting inexhaustible variety,
into a finite and small number of linguistically defined attributes, whether features,
phones, phonemes, syllables, or words. Although he noted many distinctions
among the accounts, with few exceptions they exhibited a common feature. Each
presumed that perception begins with a speech signal, well-composed and fit
to analyze. This common premise shared by otherwise divergent explanations
of perception obliges the models to admit severe and unintended constraints on
their applicability. To exist within the limits set by this simplifying assumption,
the models are restricted to a domain in which speech is the only sound; moreover,
only a single talker ever speaks at once. Although this designation is easily met
in laboratory samples, it is safe to say that it is rare in vivo. Moreover, in their
exclusive devotion to the perception of speech the models are tacitly modular
(Fodor, 1983), whether or not they acknowledge it.

Despite the consequences of this dedication of perceptual models to speech
and speech alone, there has been a plausible and convenient way to persist in
invoking the simplifying assumption. This fundamental premise survives intact
if a preliminary process of perceptual organization finds a speech signal, follows
its patterned variation amid the effects of other sound sources, and delivers it
whole and ready to analyze for linguistic properties. The indifference to the
conditions imposed by the common perspective reflects an apparent consensus
that perceptual organization of speech is simple, automatic, and accomplished by
generic means. However, despite the rapidly established perceptual coherence of
the constituents of a speech signal, the perceptual organization of speech cannot
be reduced to the available and well-established principles of auditory percep-
tual organization.
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2.1 Perceptual Organization and the Gestalt
Legacy

2.1.1 A generic auditory model of organization

The dominant contemporary account of auditory perceptual organization is
Auditory Scene Analysis (Bregman, 1990). This theory of the resolution of
auditory sensation into streams, each issuing from a distinct source, developed
empirically in the past 30 years, though its intellectual roots run deep. The
Gestalt psychologist Wertheimer (1923/1938) established the basic premises of
the account in a legendary article, the contents of which are roughly known to all
students of introductory psychology. In visible and audible examples, Wertheimer
described the coalescence of elementary figures into groups and contours, argu-
ing that sensory experience is organized in patterns, and is not registered as a
mere spatter of individual receptor states. By considering a series of hypothetical
cases, and without knowing the sensory physiology that would not be described
for decades (Mountcastle, 1998), he justified organizing principles of similarity,
proximity, closure, symmetry, common fate, continuity, set, and habit. Hindsight sug-
gests that Wertheimer framed the problem astutely, given our contemporary
understanding of the functions of the sensory periphery that integrate the action
of visual and auditory receptors (Hochberg, 1974).

Setting the indefinitely elastic principle of habit aside, the simple Gestalt-
derived criteria of grouping are arguably reducible to two functions: (1) to
compose an inventory of sensory elements; and (2) to create contours or groups
on the principle that like binds to like. Whether groups occur due to the spectral
composition of auditory elements, their common on- or offset, proximity in
frequency, symmetry of rate of change in an auditory dimension, harmonic
relationship, or the interpolation of brief gaps, and so on, each is readily under-
stood as a case in which similarity among a set of auditory sensory elements
promotes grouping. A group composed according to these functions forms a
sensory contour or perceptual stream. It is a small but necessary extrapolation
to assert that an auditory contour consists of elements originating from a single
source of sound, and therefore that perceptual organization parses sensory
experience into concurrent streams each issuing from a different sound produc-
ing event (Bregman & Pinker, 1978).

In a series of ongoing experiments, researchers adopted Wertheimer’s aud-
itory conjectures, and calibrated the resolution of auditory streams by virtue of
the principles and their corollaries. For example, Bregman and Campbell (1971)
reported that auditory streams formed when a sequence of 100 ms tones differ-
ing in frequency was presented to listeners. According to a procedure that has
become standard, the series of brief tones was presented repetitively to listeners,
who were asked to report the order of tones in the series. Instead of hearing a
sequence of high and low pitches, though, listeners grouped tones into two streams
each composed of similar elements, one of high pitch and another of low (see
Figure 2.1). Critically, the perception of the order of elements was veridical
within streams, but perception of the intercalation order across the streams was
erroneous. In another example, Bregman, Ahad, and Van Loon (2001) reported
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Figure 2.1 This sequence of tones presented to listeners by Bregman & Campbell
(1971) was reported as two segregated streams, one of high and another of low tones.
Critically, the intercalation of the high and low streams (that is, the sequence: high,
high, low, low, high, low) was poorly resolved.

that a sequence of 65 ms bursts of band-limited noise were grouped together
or split into separate perceptual streams as a function of the similarity in
center frequency of the noise bursts. A sizable literature of empirical tests of
this kind spans 40 years, and calibrates the sensory conditions of grouping by
one or another variant of similarity. A compilation of the literature is offered
by Bregman (1990), and the theoretical yield of this research is summarized by
Darwin (1997).

Typically, studies of auditory perceptual organization have reported that
listeners are sensitive to quite subtle properties in the formation of auditory
groups. It is useful to consider an exemplary case, for the detailed findings of
auditory amalgamation and segregation define the characteristics of the model
and ultimately determine its applicability to speech. In a study of concurrent
grouping of harmonically related tones by virtue of coincident onset, a variant
of similarity in a temporal dimension, Dannenbring and Bregman (1978) reported
that synchronized tones were grouped together, but a discrepancy as brief as
35 ms in lead or lag in one component was sufficient to disrupt coherence with
other sensory constituents, and to split it into a separate stream. There are many
similar cases documenting the exquisite sensitivity of the auditory sensory chan-
nel in segregating streams on the basis of slight departures from similarity: in
frequency (Bregman & Campbell, 1971), in frequency change (Bregman & Doehring,
1984), in fundamental frequency (Steiger & Bregman, 1982), in common modulation
(Bregman, Abramson, Doehring, & Darwin, 1985), in spectrum (Dannenbring &
Bregman, 1976, Warren, Obusek, Farmer, & Warren, 1969), due to brief inter-
ruptions (Miller & Licklider, 1950), in common onset/offset (Bregman & Pinker,
1978), in frequency continuity (Bregman & Dannenbring, 1973, 1977), in melody and
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meter (Jones & Boltz, 1989); these are reviewed by Bregman (1990) and by Remez,
Rubin, Berns, Pardo, and Lang (1994).

2.1.2 Gestalt principles of organization applied to
speech

Because explanations of speech perception have depended on an unspecified
account of perceptual organization, it has been natural to take Auditory Scene
Analysis as a theory of first resort for understanding the perceptual solution to
the cocktail party problem (Cherry, 1953), specifically, of attending to a single
stream of speech amid other sound sources. However, this premise was largely
unsupported by direct evidence. The crucial empirical cases that had formed
the model had rarely included natural sources of sound, neither the instruments
of the orchestra (though, see Iverson, 1995) which are well modeled physically
(Rossing, 1990), nor ordinary mechanical sources (Gaver, 1993), nor the sounds of
speech, with several provocative exceptions. It is instructive to consider some of
the cases in which tests of perceptual organization using speech sounds appeared
to confirm the applicability to speech of the general auditory account of percep-
tual organization.

In one case establishing grouping by similarity, a repeating series of syllables
of the form CV-V-CV-V was observed to split into distinct streams of like syl-
lables, one of CVs and another of Vs, much as Gestalt principles propose (Lackner
& Goldstein, 1974). Critically, this perceptual organization precluded the percep-
tual resolution of the relative order of the syllables across streams, analogous to
the index of grouping used by Bregman and Campbell (1971). In another case
calibrating grouping by continuity, a series of vowels formed a single perceptual
stream only when formant frequency transitions leading into and out of the
vowel nuclei were present (Dorman, Cutting, & Raphael, 1975). Without smooth
transitions, the spectral discontinuity at the juncture between successive steady-
state vowels exceeded the tolerance for grouping by closure — that is, the inter-
polation of gaps — and the perceptual coherence of the vowel series was lost. In
another case examining organization by the common fate, or similarity in change
of a set of elements, a harmonic component of a steady-state vowel close to the
center frequency of a formant was advanced or delayed in onset relative to the
rest of the harmonics composing the synthetic vowel (Darwin & Sutherland,
1984). At a lead or lag of 32 ms, consistent with findings deriving from arbitrary
patterns, the offset harmonic segregated into a different stream than the synchron-
ous harmonics composing the vowel. In consequence, when the leading or lagging
harmonic split, the height of the vowel was perceived to be different, as if the
perceptual estimate of the center frequency of the first formant had depended on
the grouping. In each of these instances, the findings with speech sounds were
well explained by the precedents of prior tests using arbitrary patterns of sound
created with oscillators and noise generators.

These outcomes should have seemed too good to be true. It was as if an
account defined largely through tests of ideal notions of the resolution of simil-
arity in simple auditory sequences proved to be adequate to accommodate the
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diverse acoustic constituents and spectral patterns of natural sound. With hind-
sight, we can see that accepting this conclusion does require one credulous assump-
tion: namely, that tests using arbitrary trains of syllables, meticulously phased
harmonic components, and sustained steady-state vowels adequately express the
ordinary complexity of speech, and the perceiver’s ordinary sensitivity. In short,
a sufficient test of organization by the generic principles of Auditory Scene Ana-
lysis is obliged to incorporate the kind of variability that has defined the technical
description of speech perception. And a closer approximation to the conditions
of ordinary listening must motivate the empirical tests. By satisfying these con-
straints, a set of functions rather different from the generic auditory model can be
seen at work in the perceptual organization of speech.

2.2 The Plausibility of the Generic Account of
Perceptual Organization

2.2.1 A brief review of the acoustic properties of speech

One challenge of perceptual organization facing a listener is simple to state: To
find and follow a speech stream. This would be an easy matter were the acoustic
constituents of a speech signal or their auditory sensory correlates unique to
speech; or if the speech signal were more or less stationary in its spectrum; or if
the acoustic elements and the auditory impressions they evoke were similar,
moment by moment. None of these is true, however, which inherently under-
mines the plausibility of any attempt to formalize perceptual organization of
speech as a task of determining successive or simultaneous similarities in aud-
itory experience. First, none of the multitude of naturally produced vocal sounds
composing a speech signal is unique to speech. Arguably, the physical models of
speech production succeed so well because they exploit an analogy between
vocal sound and acoustic resonance (Fant, 1960; Stevens & House, 1961). Second,
one signature aspect of speech is the presence of multiple acoustic maxima and
minima in the spectrum, and the variation over time in the frequencies at which
the acoustic energy is concentrated (Stevens & Blumstein, 1981). This frequency
variation of the formant centers is interrupted at stop closures, creating an acoustic
spectrum that is both nonstationary and discontinuous. Third, the complex pattern
of articulation by which talkers produce consonant holds and approximations
creates heterogeneous acoustic effects consisting of hisses, whistles, clicks, buzzes,
and hums (Stevens, 1998). The resulting acoustic pattern of speech consists of a
nonstationary, discontinuous series of periodic and aperiodic elements none of
which in detail is unique to a vocal source.

The diversity of acoustic constituents of speech is readily resolved as a coher-
ent stream, perceptually, though the means by which this occurs challenges
the potential of the generic auditory account. Although some computational
implementations of Gestalt grouping have disentangled spoken sources of simple
nonstationary spectra (Parsons, 1976; Summerfield, 1992), these have occurred for
a signal free of discontinuities, as occurs in the production of sustained, slowly
changing vowels. Slow and sustained change in the spectrum, though, is hardly
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typical of ordinary speech which is characterized by consonant closures that impose
rapid spectral changes and episodes of silence of varying duration. To resolve a
signal despite silent discontinuities requires grouping by closure to extrapolate
across brief silent gaps. To invoke generic auditory properties in providing this
function would oppose present evidence, though. For example, in an empirical
attempt to discover the standard for grouping by closure (Neff, Jesteadt & Brown,
1982) the temporal threshold for gap detection was found to diverge from the
tolerance of discontinuity in grouping. It is unlikely, then, that a generic mechanism
of extrapolation across gaps is responsible for the establishment of perceptual
continuity, whether in auditory form or in the perception of speech.

Evidence from tests of auditory form suggest that harmonic relations — that is,
sharing a fundamental frequency — and amplitude comodulation — that is, pulsing
at a common rate — promote grouping albeit weakly (Bregman, Levitan, & Liao,
1990), and these two characteristics are manifest by oral and nasal resonances
and by voiced frication. This might be the likeliest principle to explain the coher-
ence of voiced speech by generic auditory means, for an appeal to similarity in
frequency variation among the formants is unlikely to explain their coherence.
Indeed, the pattern of frequency variation of the first formant typically differs from
that of the second and neither the first nor second resembles the third, due to the
different articulatory causes of each (Fant, 1960). To greatly simplify a complex
relation, the center frequency of the first formant often varies with the opening
and closing of the jaw, while the frequency of the second formant varies with the
advancement and retraction of the tongue, and the frequency of the third formant
alternates in its articulatory correlate. Accordingly, different patterns of frequency
variation are observed in each resonance due to the relative independence of the
control of these articulators (see Figure 2.2). Even were generic auditory func-
tions to bind the comodulated formants into a single stream, without additional
principles of perceptual organization, a generic Gestalt-derived parsing mechan-
ism that aims to compose perceptual streams of similar auditory elements would
fail; indeed, it would fracture the acoustically diverse components of a single
speech signal into streams of similar elements, one of hisses, another of buzzes, a
third of clicks, and so on, deriving an incoherent profusion of streams despite the
common origin of the acoustic elements in phonologically governed sound pro-
duction (Darwin & Gardner, 1986; Lackner & Goldstein, 1974; Remez et al., 1994).
Apart from this consideration, in principle, a small empirical literature exists on
which to base an adequate account of the perceptual organization of speech.

2.2.2 A few clues

There is a passage in Schubert’s Symphony No. 8 in B minor (D. 759, the “Unfin-
ished,” measures 13-26 of the first movement) in which the parts played by oboe
and clarinet, a unison melody, fuse so thoroughly that no trace of oboe or clarinet
quality remains. This instance in which two sources of sound are treated percep-
tually as one led Broadbent and Ladefoged (1957) to attempt a study that offered
a clue about the nature of perceptual organization of speech. Beginning with a
synthetic sentence composed of two formants, they created two single formant
patterns, one of the first formant and the other of the second, each excited at the
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Figure 2.2 A comparison of natural and sinewave versions of the sentence, “The
steady drip is worse than a drenching rain.” (a) natural speech; (b) sinewave replica.

same fundamental frequency. Concurrently, the two formants evoked an impres-
sion of an English sentence; singly, each evoked an impression of an unintelligible
buzz.

In one test condition, the formants were presented dichotically, in analogy
to an oboe and a clarinet playing in unison. This resulted in perception of a
single voice speaking the sentence, as if two spatially distinct sources had com-
bined. Despite the dissimilarities in spatial locus of the components, this outcome
is consistent with a generic auditory account of organization on grounds of
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harmonicity and amplitude comodulation. However, when each formant was
rung on a different fundamental, subjects no longer reported a single voice, as if
fusion failed to occur because neither harmonicity nor amplitude comodulation
existed to oppose the spatial dissimilarity of the components. It is remarkable,
nonetheless, that in view of these multiple lapses of similarity, subjects accur-
ately reported the sentence, “What did you say before that?” although in this
condition it seemed to be spoken by two talkers, one at each ear, each speaking at
a different pitch. In other words, listeners reported divergent perceptual states:
(1) the splitting of the auditory streams due to dissimilar pitch; and, (2) the com-
bining of auditory streams to form speech. Although a generic Gestalt-derived
account can explain a portion of the results, it cannot explain the combination of
spatially and spectrally dissimilar formant patterns to compose a single speech
stream.

In fine detail, research on perception in a speech mode also broached this topic,
though indirectly. This line of research aimed to calibrate the difference in the
resolution of auditory form and phonetic form of speech, thereby to identify
psychoacoustic and psychophysical characteristics unique to speech perception.
By opposing acoustic patterns evoking speech perception with nonspeech control
patterns, the perceptual effect of variation in an acoustic correlate of a phonetic
contrast was compared to the corresponding effect of the same acoustic prop-
erty removed from the phonetically adequate context. For instance, Mattingly,
Liberman, Syrdal, and Halwes (1971) examined the discriminability of a second
formant frequency transition as an isolated acoustic pattern and within a synthetic
syllable in which its variation was correlated with the perception of the place of
articulation of a stop consonant. A finding of different psychophysical effect,
roughly, Weber’s law for auditory form and categorical perception for phonetic
form, was taken as the signature of each perceptual mode. In a variant of the
method specifically pertinent to the description of perceptual organization, Rand
(1974) separated the second formant frequency transition, the correlate of the
place contrast, from the remainder of a synthetic syllable and arrayed the acoustic
components dichotically. In consequence, the critical second formant frequency
transition presented to one ear was resolved as an auditory form while it also
contributed to the phonetic contrast it evoked in apparent combination with the
formant pattern presented to the other ear. In other words, with no change in the
acoustic conditions, a listener could resolve the properties of the auditory form of
the formant frequency transition or the phonetic contrast it evoked. The dichotic
presentation permitted two perceptual organizations of the same element con-
currently, due to the spatial and temporal disparity that blocked fusion on generic
auditory principles, and due to the phonetic potential of the fused components.
This phenomenon of concurrent auditory and phonetic effects of a single acoustic
element was described as duplex perception (Liberman, Isenberg, & Rakerd, 1981;
Nygaard, 1993; Whalen & Liberman, 1996) and it has been described as an effect
of a peremptory aspect of phonetic organization and analysis." No matter how
the evidence ultimately adjudicates the psychophysical claims, it is instructive to
note that the generic auditory functions of perceptual organization only succeed
in rationalizing the split of the dichotic components into separate streams, and
fail to provide a principle by which the combination of elements occurs.



36 Robert E. Remez

2.2.3 Organization by coordinate variation

A classic understanding of the perception of speech derives from study of the
acoustic correlates of phonetic contrasts and the physical and articulatory means
by which they are produced (reviewed by Raphael, this volume; also, see Fant,
1960; Liberman, Ingemann, Lisker, Delattre, & Cooper, 1959; Stevens & House,
1961). In addition to calibrating the perceptual response to natural samples of
speech, researchers also used acoustic signals produced synthetically in detailed
psychoacoustic studies of phonetic identification and differentiation. In typical
terminal analog speech synthesis, the short-term spectra characteristic of the
natural samples are preserved, lending the synthesis a combination of natural
vocal timbre and intelligibility (Sawusch, this volume). Acoustic analysis of speech
and synthesis that allows parametric variation of speech acoustics have been
important for understanding the normative aspects of perception, that is, the rela-
tion between the typical or likely auditory form of speech sounds encountered
by listeners and the perceptual analysis of phonetic properties (Diehl, Molis, &
Castleman, 2001; Lindblom, 1996; Massaro, 1994; Stevens, 1998).

However, a focus on natural samples and on synthetic idealizations of natural
speech discounts the adaptability and versatility of speech perception, and draws
attention from the properties of speech that are relevant to understanding per-
ceptual organization. Because grossly distorted speech remains intelligible (for
example, Licklider, 1946; Miller, 1946) when many of the typical acoustic correlates
are absent, it is difficult to sustain the hypothesis that finding and following
a speech stream crucially depends on meticulous registration of the brief and
numerous acoustic correlates of phonetic contrasts described in classic studies.
But, if the natural acoustic products of vocalization do not determine the percep-
tual organization and analysis of speech, what does?

An alternative to this conceptualization was prompted by the empirical use of
a technique that combines digital analysis of speech spectra and digital synthesis
of time-varying sinusoids (Remez, Rubin, Pisoni, & Carrell, 1981). This research
has revealed the perceptual effectiveness of acoustic patterns that exhibit the gross
spectrotemporal characteristics of speech without incorporating the fine acoustic
structure of vocally produced sound. Perceptual research with these acoustic
materials (and their relatives — noise band vocoded speech: Shannon, Zeng, Kamath,
Wygonski, & Ekelid, 1995; acoustic chimeras: Smith, Delgutte, & Oxenham, 2002;
see, also, Remez, Yang, Piorkowski, Wissig, Batchelder, & Nam, 2002) has per-
mitted an estimate of a listener’s sensitivity to the time-varying patterns of speech
spectra independent of the sensory elements that compose them.

The premise of sinewave replication is simple, though in practice it is as lab-
orious as other forms of copy synthesis. Three or four tones, each approximating
the center frequency and amplitude of an oral, nasal, or fricative resonance, are
created to imitate the coarse grain attributes of a speech sample. Lacking the
momentary aperiodicities, harmonic spectra, broadband formants, and regular
pulsing of natural and most synthetic speech, a sinewave replica of an utterance
differs acoustically and qualitatively from speech while remaining intelligible.
A spectrogram of a sinewave sentence is shown in the bottom panel of Figure 2.2;
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Figure 2.3 A comparison of the short-term spectrum of (a) natural speech; (b) terminal
analog synthetic speech; and (c) sinewave replica. Note the broadband resonances and
harmonic spectra in natural and synthetic speech, in contrast to the sparse, nonharmonic
spectrum of the three tones.

a comparison of short-term spectra of natural speech and both synthetic and
sinewave imitations is shown in Figure 2.3.

It is significant that three or four tones reproducing a natural formant pattern
evoke an experience in a naive listener of several concurrent whistles changing
in pitch and loudness, and do not automatically elicit an impression of speech. In
other words, the immediate experience of the listener is accurately predicted by
a generic auditory account, because acoustic elements that change frequency at
different rates to different extents, onsetting and offsetting at different moments
in different frequency ranges, are dissimilar along many dimensions that specify
separate perceptual streams according to Gestalt principles. However, once
instructed that the tones compose synthetic speech, a listener readily reports
linguistic properties as if hearing the original natural utterance on which the sine-
wave replica was modeled. To be precise, intelligibility of sinewave speech is
variable, and performance under different listening and instructional conditions
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has varied between 50% and 85% correct (Liebenthal, Binder, Piorkowski, &
Remez, 2003; Remez et al., 1994). Within this range of performance levels, these
acoustic conditions pose a crucial test of a Gestalt-derived account of percep-
tual organization, for a perceiver must integrate the tones in order to compose
a single coherent speech stream, thereby resolving the linguistic properties of
the signal. Several tests support this claim of true integration preliminary to
analysis.

In direct assessments, the intelligibility of sinewave replicas of speech exceeded
intelligibility predicted from the presentation of individual tones (Remez, Rubin,
Nygaard, & Howell, 1987; Remez et al., 1981; Remez et al., 1994). This super-
additive performance is evidence of integration, and it persisted even when the
tones came from separate spatial sources, violating similarity in location (Remez
et al., 1994; cf. Broadbent & Ladefoged, 1957). In combining the individual tones
into a single time-varying coherent stream, however, this complex organization
necessary for phonetic analysis does not exclude an auditory organization as
independently resolvable streams of tones (Remez & Rubin, 1984, 1993). In fact,
the perceiver’s resolution of the pitch contour associated with the frequency
pattern of tonal constituents is acute whether or not the fusion of the tones
supporting phonetic perception occurs (Remez, Pardo, Piorkowski, & Rubin, 2001).
On this evidence rests the claim that sinewave replicas are bistable, exhibiting two
simultaneous and exclusive organizations.

Even if the processes by which these states occurred were strictly parallel,
the bistable occurrence of auditory and phonetic perceptual organization is not
amenable to further simplification. A sinewave replica of speech allows two
organizations, much as the celebrated cases of visual bistability do: the duck-
rabbit figure, Woodworth’s equivocal staircase, Rubin’s vase, and Necker’s cube.
Unlike the visual cases of alternating stability, the bistability that occurs in the
perception of sinewave speech is simultaneous. A conservative description of
these findings is that an organization of the auditory properties of sinewave
signals occurs according to Gestalt-derived principles that promote integration
or segregation; and, that phonetic perceptual analysis is incompatible with that
organization. However, the concurrent variation of the tones satisfies a non-
Gestalt principle of coordinate auditory variation despite local dissimilarities,
and these promote integration of the components into a single stream. This
organization is susceptible to phonetic analysis.

2.3 The Perceptual Organization of Speech

2.3.1 Characteristics of the perceptual coherence
of speech

While much remains to discover about perceptual organization dependent on
complex coordinate variation, research on the psychoacoustics and perception of
speech from a variety of laboratories permits a rough sketch of the parameters. The
portrait of perceptual organization offered here gathers evidence from different
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research programs that aimed to address a range of perceptual questions, for
there is no unified attempt at present to understand the organization of percep-
tual streams that approach the complexity of speech. Overall, these results
expose the perceptual organization of speech as fast, unlearned, nonsymbolic,
keyed to complex patterns of sensory variation, indifferent to auditory quality,
and requiring attention whether elicited or exerted.

The evidence that perceptual organization of speech is fast rests on long-
established findings that the auditory trace of speech fades rapidly. Although
estimates vary with the task used to calibrate the durability of unelaborated
auditory sensation, all of the measures reflect the urgency with which the fading
trace is recoded into a more stable phonetic form (Howell & Darwin, 1977; Pisoni
& Tash, 1974). It is unlikely that much of the auditory form of speech persists
beyond a tenth of a second, and it has decayed beyond access by 400 ms. The
sensory integration required for perceptual organization is tied to this pace.
Contrary to this notion of perceptual organization as exceedingly rapid, an
extended version of Auditory Scene Analysis (Bregman, 1990) proposes a resort
to a cognitive mechanism occurring well after primitive grouping takes place, to
function as a supplement to the Gestalt-based mechanism. Such knowledge-
based mechanisms are also featured as a method to resolve difficult grouping in
recent artifactual approaches to perceptual organization (for example, Cooke &
Ellis, 2001). However, the formal or practical advantages that this method achieves
come at a clear cost, namely, to reject boundary conditions that subscribe to the
natural auditory limits of perceptual organization.

The propensity to organize an auditory pattern by virtue of complex coordinate
variation is apparently unlearned, or nearly so. In tests with infant listeners,
14-week-old subjects exhibited the pattern of adult sensitivity to dichotically
arrayed components of synthetic syllables (Eimas & Miller, 1992; cf. Whalen &
Liberman, 1987). In this case, the pattern of perceptual effects evident in infants
was contingent on the integration of sensory elements despite detailed failures
of auditory similarity on which Gestalt grouping depends. Perhaps it is an exag-
geration to claim that this organizational function is strictly unlearned, for even
the youngest subject in the sample had been encountering airborne sound for
three months, and undeniably had an opportunity to refine its sensitivity through
learning. However, the development of sensitivity to complex auditory patterns
cannot plausibly result from a history of meticulous trial and error in listeners of
such tender age, nor is it likely to reflect specific knowledge of the auditory
effects that typify American English phonetic expression. It is far likelier that this
sensitivity represents the emergence of an organizational component of listening
that must be present for speech perception to develop, and 14-week-olds still
have several months ahead of them before the phonetic properties of speech
become conspicuous (Houston, this volume; Jusczyk, 1997).

Research on sinewave replicas of speech has shown that the perceptual organ-
ization of speech is nonsymbolic and keyed to patterns of sensory variation. The
evidence is provided by tests (Remez et al., 1994; Remez, 2001) that used tone
analogs of sentences in which a sinewave replicating the second formant was
presented to one ear while tone analogs of the first, third, and fricative formants
were presented to the other ear. In such conditions, much as Broadbent and
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Ladefoged had found, perceptual fusion readily occurs despite the violation of
spatial dissimilarity and the absence of other attributes to promote Gestalt-based
grouping. To sharpen the test, an intrusive tone was presented in the same ear
with the tone analogs of the first, third, and fricative tones. This single tone
presented by itself does not evoke phonetic impressions, and is perceived as an
auditory form without symbolic properties: it merely changes in pitch and loud-
ness without phonetic properties. In order to resolve the speech stream under
such conditions, a listener must reject the intrusive tone, despite its spatial sim-
ilarity to the first, third, and fricative tones of the sentence, and appropriate the
tone analog of the second formant to form the speech stream despite its spatial
displacement from the tones with which it combines. Control tests established
that a tone analog of the second formant fails to evoke an impression of phonetic
properties. Performance of listeners in a transcription task, a rough estimate of
phonetic coherence, was good if the intrusive tone did not vary in a speechlike
manner. That is, an intrusive tone of constant frequency or of arbitrary frequency
variation had no effect on the perceptual organization of speech. When the
intrusive tone exhibited the pattern of a temporally reversed second formant —
exhibiting the tempo and range of frequency variation appropriate for a second
formant, without supplying the proper variation that would combine with other
tones to form an intelligible stream — performance suffered. It was as if the
criterion for integration of a tone was specific to its speechlike variation under
conditions in which it was nonetheless unintelligible.

Since the advent of the telephone, it has been obvious that a listener’s ability
to find and follow a speech stream is indifferent to auditory quality. The lack of
spectral fidelity in early forms of speech technology made speech sound phony,
literally, yet it was readily recognized that this lapse of natural quality did not
compromise the usefulness of speech as a communication channel (Fletcher, 1929).
This fact indicates clearly that the functions of perceptual organization hardly
aim to collect aspects of sensory stimulation that have the precise auditory quality
of natural speech. Indeed, Liberman and Cooper (1972) argued that early synthesis
techniques evoked phonetic perception because the perceiver cheerfully forgave
departures from natural quality that were often extreme. In techniques such
as speech chimeras (Smith et al., 2002) and sinewave replication, the acoustic
properties of intelligible signals lie beyond the productive capability of a human
vocal tract, and the impossibility of such spectra as vocal sound does not evid-
ently block the perceptual organization of the sound as speech. The variation of
a spectral envelope can be taken by listeners to be speechlike despite acoustic
details that give rise to impressions of gross unnaturalness. Findings of this sort
contribute a powerful argument against psychoacoustic explanations of speech
perception generally, and perceptual organization specifically.

Ordinary subjective experience of speech suggests that perceptual organization
is automatic, for speech seems to pop right out of a nearby commotion. Despite
this impression that perceptual organization of speech is unbidden, findings with
sinewave replicas of utterances show that the perceptual organization of speech
requires attention, and is not an automatic consequence of a class of sensory effects.
This feature differs from the automatically engaged process proposed in strict
modular terms by Liberman and Mattingly (1985). With sinewave signals, most
subjects fail to resolve the phonetic properties of sinewave words and sentences
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unless they are asked specifically to listen for speech (Remez et al., 1981; cf.
Liebenthal et al., 2003), indicating that the auditory forms alone do not evoke
speech perception. Critically, a listener who is asked to attend to arbitrary tone
patterns as if listening to speech fails to report phonetic impressions, indicating
that signal structure as well as phonetic attention are required for the organization
and analysis of speech. The prospect that generic auditory perceptual organiza-
tion is similar to speech perception in requiring attention has been raised in
recent studies of arbitrary patterns (Carlyon, Cusack, Foxton, & Robertson, 2001).
Of course, a natural vocal signal exhibits the phenomenal quality of speech, and
this is evidently sufficient to elicit a productive form of attention for perceptual
organization to ensue.

2.3.2 Generic auditory organization and speech
perception

The intelligibility of sinewave replicas of utterances, of noise-band vocoded speech,
and of speech chimeras reveals that a perceiver can find and follow a speech
signal lacking the multiple detailed similarities among acoustic and auditory
constituents on which Gestalt-based generic functions operate. These findings
show that perceptual organization of speech can occur solely by virtue of atten-
tion to the complex coordinate variation of an acoustic pattern. Of course, the use
of such exotic acoustic signals for the proof creates some uncertainty that ordin-
ary speech perception is satisfactorily characterized by tests using these acoustic
oddities. An argument of Remez et al. (1994) for considering these tests to be a
useful index of the perception of commonplace speech signals begins by noting
that phonetic perception of sinewave replicas of utterances depends on a simple
instruction to listen to the tones as speech. Because the disposition to hear sinewave
words and sentences appears readily, without arduous or lengthy training, this
prompt adaptation to phonetic organization and analysis suggests that the ordin-
ary cognitive resources of speech perception are operating for sinewave speech.
Although some form of short-term perceptual learning might be involved, the
swiftness of the appearance of adequate perceptual function is evidence that any
special induction to accommodate sinewave signals is a marginal component of
perception.

Despite all, natural speech consists of large stretches of glottal pulsing, which
create amplitude comodulation over time and harmonic relations among con-
current portions of the spectrum. This has led to a reasonable proposal (Barker &
Cooke, 1999) that generic auditory grouping functions, although not necessary
for the perceptual organization of speech, contribute to perceptual organization
when speech spectra satisfy the Gestalt criteria. A critical empirical test was pro-
vided by Carrell and Opie (1992) and in detail it offers an index of the plausibility
of the claim. In the test, the intelligibility of sinewave sentences was compared
in two acoustic conditions: (1) three-tone time varying sinusoids; and (2) three-
tone time varying sinusoids on which a regular amplitude pulse was imposed.
Although the tone patterns in the first condition were not susceptible to Gestalt-
based grouping, because they failed to exhibit similarity in each of the relev-
ant dimensions that we have discussed, the pulsed tone patterns in the second
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condition exhibited amplitude comodulation and harmonicity in its complex
spectra (Bregman et al., 1990). All other things being equal, the perceptual organ-
ization attributable to complex coordinate variation should have been reinforced
by perceptual organization attributable to similarity that triggers generic auditory
grouping. Indeed, Carrell and Opie found that pulsed sentences were more
intelligible than smoothly varying sinusoids, as if the spectral components once
bound more securely were more successfully analyzed.

The assertion offered by Barker and Cooke (1999) about this phenomenon is
that generic auditory functions can reinforce the grouping of speech signals,
although the evidence on close examination does not yet warrant an endorse-
ment of a hybrid model of perceptual organization. Carrell and Opie (1992) had
used a range of pulse rates and conditions in their study, and reported that the
intelligibility gain attributable to pulsing a sinewave sentence was restricted to
a pulse rate in the range of 50—100 Hz. No benefit of pulsing was observed for a
pulse rate of 200 Hz. While this topic certainly merits additional study, the avail-
able evidence supports a conclusion that a hybrid model of perceptual organiza-
tion is restricted to speech signals produced by low bass voices, and whatever
benefit is seen for such speech does not extend to tenors, to say nothing of altos
and sopranos. Most generously, we might conclude that the relation of primitive
Gestalt-based generic auditory grouping and the more abstract organization by
sensitivity to coordinate variation cannot be defined without stronger evidence,
and that it is premature to conclude that the Gestalt set plays a prominent or
even a secondary role in the perceptual organization of speech.

2.4 Implications of Perceptual Organization for
Theories of Speech Perception

2.4.1 The nature of speech cues

What causes the perception of speech? A classic answer takes a linguistically sig-
nificant contrast — voicing, for instance — and provides an inventory of acoustic
correlates of a careful articulation of the contrast (for example, Lisker, 1978). A
perceptual account that reverses the method would depict a meticulous listener
collecting individual acoustic correlates as they land and assembling them in a
stream, thereby to tally the strength with which a constellation of cues indicates
the likely occurrence of a linguistic constituent. Klatt’s (1989) retrospective survey
of perceptual accounts describes many approaches that treat the acoustic signal
as a straightforward composite of acoustic correlates. The function of perceptual
organization, usually omitted in such accounts, establishes the perceiver’s com-
pliance with the acoustic products of a specific source of sound, and in the case
of speech, it is the function that finds and tracks the acoustic products of vocaliza-
tion. However, it is clear from evidence of several sorts — tolerance of distortion,
effectiveness of impossible signals, forgiveness of departures from natural timbre
— that the organizational component of perception which yields a speech stream
fit to analyze cannot collect acoustic cues piecemeal, as this simple view describes.
The functions of perceptual organization act, instead, as if attuned to a complex
form of regular if unpredictable spectrotemporal variation within which the
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specific acoustic and auditory elements matter far less than the overall configura-
tion they compose.

The evolving portrait of speech perception that includes organization and
analysis recasts the cue as the property of perception that gives speech its
phenomenality, though not its phonetic effect. If the transformation of natural
speech to chimera, to noise-band vocoded signal, and to sinewave replica is
phonetically conservative, preserving the fine details of subphonemic variation
while varying to the extremes of timbre or auditory quality, then it is apparent
that the competent listener derives phonetic impressions from the properties that
these different kinds of signal share, and derives qualitative impressions from
their unique attributes. The shared attribute, for want of a more precise descrip-
tion, is a complex modulation of spectrum envelopes, although the basis for the
similar effect of the infinitely sharp peaks of sinewave speech and the far coarser
spectra of chimerical and noise-band vocoded speech has still to be explained.
None of these manifests the cues present in natural speech despite the success
of listeners in understanding the message. The conclusion supported by these
findings is clear: phonetic perception does not require speech cues. Instead, the
organizational component of speech perception operates on a spectrotemporal
grain that is requisite both for finding and following a speech signal and for
analyzing its linguistic properties. The speech cues that seemed formerly to bear
the burden of stimulating phonetic analyzers into action appear in hindsight to
provide little more than auditory quality subordinate to the phonetic stream.

An additional source of evidence is encountered in the phenomenal experience
of perceivers who listen to speech via electrocochlear prostheses (Goh, Pisoni,
Kirk, & Remez, 2001). Intelligibility of speech perceived via a cochlear implant
is often excellent, rivaling that of normal hearing, and recent studies with infant
and juvenile subjects (Svirsky, Robbins, Kirk, Pisoni, & Miyamoto, 2000) sug-
gest that this form of sensory substitution is effective even at the earliest stages
of language development (see Pisoni, this volume). The mechanism of acoustic
transduction at the auditory periphery is anomalous, it goes without saying, and
the phenomenal experience of listeners using this appliance to initiate neural act-
ivity differs hugely from ordinary auditory experience of natural speech. Despite
the absence of veridical perceptual experience of the raw qualities of natural
speech, electrocochlear prostheses are effective in the self-regulation of speech
production by their users, and are effective perceptually despite the abject deficit
in delivering speech cues. What brings about the perception of speech, then?
Without the acoustic moments, there is no stream of speech, but the stream itself
plays a causal role beyond that which has been attributed to momentary cues
since the beginning of technical study of speech.

2.4.2 A constraint on normative descriptions of speech
perception

The application of powerful statistical techniques to problems in cognitive
psychology has engendered a variety of normative, incidence based accounts of
perception. Since the 1980s, a technology of parallel computation based loosely
on an idealization of the neuron has driven the creation of a proliferation of
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devices that perform intelligent acts. The exact modeling of neurophysiology is
rare in this enterprise, though probabilistic models attired as neural nets enjoy a
hopeful if unearned appearance of naturalness that older, algorithmic explanations
of cognitive processes unquestionably lack. Used as a theory of human cognitive
function, it is more truthful to say that neural nets characterize the human actor
as an office full of clerks at an insurance company, endlessly tallying the incidence
of different states in one domain (perhaps age and zip code, or the bitmap of the
momentary auditory effect of a noise burst in the spectrum) and associating them
(perhaps, in a nonlinear projection) with those in another domain (perhaps, the
risk of major surgery, or the place of articulation of a consonant).

In the perception of speech and language, the ability of perceivers to differentiate
levels of linguistic structure has been attributed to a sensitivity to inhomogeneities
in distributions of specific instances of sounds, words, and phrases. Although a
dispute has taken shape about the exact dimensions of the domain within which
sensitivity to distributions can be useful (for instance, Pefia, Bonatti, Nespor, &
Mebhler, 2002; contra Seidenberg, MacDonald, & Saffran, 2002), there is confident
agreement that a distributional analysis of a stream of speech is performed in
order to derive a linguistic phonetic segmental sequence. Indeed, this is claimed
as one key component of language acquisition in early childhood (Saffran, Aslin,
& Newport, 1996). The presumption of this assertion obliges a listener to establish
and maintain in memory a distribution of auditory tokens projectable into phonetic
types. This is surely false. The rapid decay of an auditory trace of speech leaves
it uniquely unfit for functions lasting longer than 100 ms, and for this reason it is
simply implausible that stable perceptual categories rest on durable representa-
tions of auditory exemplars of speech samples. Moreover, the notion of perceptual
organization presented in this essay argues that a speech stream is not usefully
represented as a series of individual cues, neither for purposes of perceptual
organization nor analysis. Indeed, in order to determine that a particular acoustic
moment is a cue in fact, a perceptual function already sensitive to coordinate
variation must apply. Whether or not a person other than a researcher compiling
entries in the Dictionary of American Regional English can become sensitive to
distributions of linguistic properties as such, it is exceedingly unlikely that the
perceptual resolution of linguistic properties in utterances is much influenced
by representations of the statistical properties of speech sounds. Indeed, the
clerks are free to tally what they will, but perception must act first to provide
the instances.

2.4.3 Multisensory perceptual organization

Fifty years ago, Sumby and Pollack (1954) conducted a pioneering study of the
perception of speech presented in noise in which listeners could also see the
talkers whose words they aimed to recognize. The point of the study was to
calibrate the level at which the speech signal would become so faint in the noise
that to sustain adequate performance attention would switch from an inaudible
acoustic signal to the visible face of the talker. In fact, the visual channel contrib-
uted to intelligibility at all levels of performance, indicating that the perception
of speech is ineluctably multisensory. But, how does the perceiver determine the
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audible and visible composition of a speech stream? This problem (reviewed by
Bernstein, this volume, and by Rosenblum, this volume) is a general form of the
listener’s specific problem of perceptual organization, understood as a function
that follows the speechlike coordinate variation of a sensory sample of an utter-
ance. To assign auditory effects to the proper source, the perceptual organization
of speech must capture the complex sound pattern of a phonologically governed
vocal source, sensing the spectrotemporal variation that transcends the simple
similarities on which the Gestalt-derived principles rest. It is obvious that Gestalt
principles couched in auditory dimensions would fail to merge auditory attributes
with visual attributes. Because auditory and visual dimensions are simply incom-
mensurate, it is not obvious that any notion of similarity would hold the key to
audio-visual combination. The single property that the two senses share, localiza-
tion in azimuth and range, is violated freely without harming audiovisual combina-
tion, and therefore cannot be requisite for multisensory perceptual organization.

The phenomenon of multimodal perceptual organization confounds straight-
forward explanation in yet another instructive way. Audiovisual speech perception
can be fine under conditions in which the audible and visible components are
useless separately for conveying the linguistic properties of the message (Rosen,
Fourcin, & Moore, 1981). In addition, neither spatial alignment nor temporal
alignment of the audible and visible components must be veridical for multimodal
perceptual organization to deliver a coherent stream fit to analyze (see Bertelson,
Vroomen, & de Gelder, 1997; Conrey & Pisoni, 2003; Munhall, Gribble, Sacco, &
Ward, 1996). Under such discrepant conditions, audiovisual integration occurs
despite the perceiver’s evident awareness of the spatial and temporal misalign-
ment, indicating a divergence in the perceptual organization of events and the
perception of speech. In consequence, it is difficult to conceive of an account of
such phenomena by means of perceptual organization based on tests of similar
sensory details applied separately in each modality. Instead, it is tempting to
speculate that an account of perceptual organization of speech can ultimately be
characterized in dimensions that are removed from any specific sensory modal-
ity, yet is expressed in parameters appropriate to the sensory samples available
at any moment.

2.5 Conclusion

Perceptual organization is the critical function by which a listener resolves the
sensory samples into streams specific to worldly objects and events. In the per-
ceptual organization of speech, the auditory correlates of speech are resolved
into a coherent stream fit to analyze for its linguistic and indexical properties.
Although many contemporary accounts of speech perception are silent about
perceptual organization, it is unlikely that the generic auditory functions of per-
ceptual grouping provide adequate means to find and follow the complex prop-
erties of speech. It is possible to propose a rough outline of an adequate account
of the perceptual organization of speech by drawing on relevant findings from
different research projects spanning a variety of aims. The evidence from these
projects suggests that the critical organizational functions that operate for speech
are: fast, unlearned, nonsymbolic, keyed to complex patterns of coordinate sensory
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variation, indifferent to sensory quality, and requiring attention whether elicited
or exerted. Research on other sources of complex natural sound has the potential to
reveal whether these functions are unique to speech or are drawn from a com-
mon stock of resources of unimodal and multimodal perceptual organization.
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3 Primacy of Multimodal
Speech Perception

LAWRENCE D. ROSENBLUM

It is becoming increasingly clear that human speech is a multimodal function,
usually apprehended by visual (lipreading) as well as auditory (hearing) means,
with even haptic apprehension a possibility. Our impression that speech percep-
tion is primarily an auditory function might be based more on technological
artifacts (telephone and radios) than any privileged nature of auditory speech
perception. This is not to argue that hearing speech is not usually the easiest way
to comprehend spoken language, or that languages have not evolved to take
advantage of auditory sensitivities. Rather, nearly 50 years of research on multi-
modal speech has revealed a ubiquity and automaticity of the function which
forces a rethinking of the information, operations, and neurophysiology of speech
perception.

In this chapter, we propose that multimodal speech is the primary mode of speech
perception: it is not a function piggybacked on auditory speech. This primacy
of multimodal speech implies that the operations, neurophysiology, information,
and evolution of speech perception are based on primitives which are not tied to
any single modality (see also Fowler, 1986; Liberman & Mattingly, 1985). From
this theoretical perspective, sensory modality is largely invisible to the speech
perception function and the relevant information for phonetic resolution is
modality-neutral. Support for this perspective will come from evidence for: (1)
the ubiquity and automaticity of multimodal speech; (2) extremely early speech
integration; (3) the neurophysiological primacy of multimodal speech; and (4)
modality-neutral speech information. Some speculations on the multimodal basis
of the evolution of spoken language will also be presented. Throughout this
chapter, we will argue that this theoretical approach to speech fits well with
recent evidence on multimodal primacy of general (nonspeech) perception.

3.1 The Ubiquity and Automaticity of
Multimodal Speech

Multimodal speech is used in many everyday contexts.! The importance of visual
speech perception (lipreading) for listeners with hearing impairments is well
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known and has been extensively documented in the literature. Research shows
that visual speech can be particularly useful for enhancing the degraded speech
provided by cochlear implant devices (e.g., Geers & Brenner, 1994; Kaiser et al.,
2003; Lachs, Pisoni, & Kirk, 2001; and see Grant & Seitz, 2000). However, visual
speech also facilitates comprehension for listeners with good hearing. For most of
us, visual speech enhances auditory speech when it is degraded by background
noise or by a heavy foreign accent (MacLeod & Summerfield, 1990; Reisberg,
McLean, & Goldfield, 1987; Sumby & Pollack, 1954). Visual speech can even
enhance clear auditory speech that conveys particularly complicated content
(Arnold & Hill, 2001; Reisberg et al., 1987). It is also known that visual speech helps
with an infant’s language development (for a review, see Mills, 1987). In fact,
visually impaired, but normal hearing infants are often delayed in acquiring the
phonetic distinctions that are difficult to hear but easy to see (e.g., /m/ vs. /n/).

Perhaps the most phenomenally compelling demonstrations of multimodal
speech are known as McGurk effects (McGurk & MacDonald, 1976). These effects
involve discrepant audible and visible utterances (syllables; words), that are
dubbed so as to seem synchronously produced. The resultant percepts are “heard”
as speech segments that are strongly influenced by the visual component. Classic
examples of McGurk effects involve cases in which the visual component overrides
the audio component (e.g., visual /va/ dubbed to audio /ba/ is “heard” as “va”),
or the visual segment fuses with the audio segment to produce a compromised
perceived segment (e.g., visual /ga/ dubbed to audio /ba/ is “heard” as “da”).?

McGurk effects are often cited by researchers and theorists as evidence for the
automaticity of multimodal speech integration. For example, McGurk effects are
observed regardless of whether observers are aware of the dubbing procedure;
whether the audio and visual components are spatially separate (Bertelson et al.,
1994); or even if observers are unaware that they are seeing a face (Rosenblum
& Saldafia, 1996). McGurk effects have been reported in observers with various
native language backgrounds (e.g., Massaro et al.,, 1993; Sekiyama & Tohkura,
1991; 1993), as well as with 5-month-old infants (e.g., Burnham & Dodd, 1996;
Rosenblum, Schmuckler, & Johnson, 1997). Finally, McGurk effects happen when
the influencing information comes from touching, rather than seeing an articulat-
ing face (Fowler & Dekle, 1991), suggesting that multimodal speech integration
can occur even when perceivers have virtually no experience with the influencing
information.

Observations of the ubiquity and automaticity of audiovisual speech have had
important influences on theories of speech perception. For example, visual speech
research has played a critical role in the current debate over the objects of speech
(phonetic) perception (e.g., Diehl & Kluender, 1989; Fowler & Rosenblum, 1991).
This theoretical controversy concerns whether the perceptual primitives of speech
are auditory or gestural in nature.’ Theories such as the motor theory (Liberman
& Mattingly, 1985; Liberman & Whalen, 2000) and direct/ecological approaches
to speech perception (Fowler, 1986; Fowler & Rosenblum, 1991) have maintained
that the primitives of the speech perception function are gestural and are not
contained in any surface dimensions of the energy media (acoustics; optics) through
which they are conveyed. Alternatively, auditory-based theories (e.g., Diehl &
Kluender, 1989; Massaro, 1987; Stevens, 1989) propose that the perceptual prim-
itives for speech perception take an auditory form. From this perspective, speech



Primacy of Multimodal Speech Perception 53

perception closely follows the surface acoustic changes of the speech signal, with
little reference to any of the underlying gestural parameters involved in the
signals” production.

The importance of visual speech findings to the perceptual primitives debate
should be clear. To the degree that visual speech can be shown to be an integral
part of the speech perception function, gestural theories are supported (Fowler &
Rosenblum, 1991; Liberman & Mattingly, 1985). Thus, the motor and ecological
theories have both discussed the automaticity with which visual speech is inte-
grated in, for example, the McGurk effect as supportive of gestural primitives.

Proponents of auditory theories, on the other hand, interpret McGurk-type
findings as revealing little more than the strength with which experience can link
visual speech information onto associated auditory primitives (e.g., Diehl &
Kluender, 1989; Kluender, 1994; Massaro, 1987). Motor and ecological theorists
have countered these experiential explanations by citing findings of multimodal
speech integration across various native language populations (e.g., Massaro
et al., 1993); in pre-linguistic infants (e.g., Rosenblum et al., 1997); and in contexts
where integration is induced via a modality (touch) with which subjects have
had no speech experience (Fowler & Dekle, 1991). The perceptual primitives ques-
tion continues to be an important issue in the speech perception literature, and
visual speech research continues to play a pivotal role in this debate.

The issue of perceptual primitives bears heavily on the arguments addressed
in this chapter. In proposing that speech is inherently multimodal, I will be
taking a position contrary to strict auditory theories of speech perception. At the
same time, arguments for the importance of multimodal speech do not preclude
perspectives which assume modality-specific perceptual primitives (e.g., Bernstein,
Auer, & Moore, 2004; Massaro, 1987). As an example, Bernstein and her colleagues
(Bernstein, this volume; Bernstein et al., 2004) have argued for a speech function
which carries out separate and simultaneous modality-specific analyses of audi-
tory and visual inputs. In contrast, we argue that even at the earliest stages of
perceptual analysis, the speech function is relatively unconcerned with modality,
and that speech information is composed of modality-neutral dimensions. In this
sense, our approach will be closely aligned with a gestural perspective.

The next section will continue to build the argument for multimodal speech
primacy by showing that speech integration occurs very early in the process,
possibly at the stage of information extraction.

3.2 Multimodal Speech is Integrated at the
Earliest Observable Stage

One of the most studied issues in multimodal speech research concerns the
stage in the process where information from the separate sensory modalities is
integrated. Theories on this issue have ranged from proposing that integration
occurs at: (1) the informational input (Green, 1998; Rosenblum & Gordon, 2001);
(2) before feature extraction (Summerfield, 1987); (3) after feature extraction
(Massaro, 1987); and (4) after segment, or even word recognition (Bernstein et al.,
2004). Most of this literature has been discussed thoroughly in review chapters of
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Quentin Summerfield (1987) and Kerry Green (1998) and will not be reiterated in
detail here (see also Schwartz, Robert-Ribes, & Escudier, 1998). However, much
of the research reviewed in these chapters supports multimodal speech primacy,
and is worth addressing briefly.

In their chapters, both Summerfield (1987) and Green (1998) offer compelling
arguments that multimodal speech is integrated at an early stage of the process,
at least before the stage of phonetic categorization. Summerfield (1987) argues
that the speech perception system takes in all auditorily and visually-specified
linguistic dimensions, integrates them, and then performs phonetic categoriza-
tion. To support his argument, he cites evidence from Green and Miller (1985)
showing that visually perceived rate of articulation can influence perception of
the auditory voice onset time (VOT) feature in ways similar to the influences
of auditorily conveyed speaking rate (e.g., Diehl, Souther, & Convis, 1980). In
showing a cross-modal effect at the featural level, this research provides support
for the proposal that integration occurs pre-categorically.

Green (1998) comes to similar conclusions. He discusses evidence from his
own laboratory that cross-modal influences work at a featural level. Using a
McGurk paradigm, Green found that visible influences on audible place of arti-
culation can influence the interpretation of other auditory feature dimensions
such as voice onset time (Green & Kuhl, 1989). Green and his colleagues (Green
& Gerdman, 1995; Green & Norrix, 2001) also showed that visually influenced
coarticulatory information can affect perception of adjacent segments in the same
way as auditory information and that a coarticulatory context established solely
in one modality can influence segments in the other modality. All of these influ-
ences occur similarly to the influences induced by unimodal auditory changes
in articulatory place cues. Potentially then, the extraction of speech features can
be influenced by articulatory states which are conveyed from within or across
modalities implicating a very early stage of cross-modal integration.

To summarize, much of the research on multimodal speech perception has
shown evidence for integration at a point before segments are phonetically
categorized, possibly even before phonetic features are extracted. Considered in
another way, the research shows evidence that audiovisual speech is integrated
at one of the earliest possible stages that can be observed using behaviorally-
based perceptual methodologies.* Evidence for extremely early integration is con-
sistent with a speech function that is relatively unconcerned with modality. Later,
we argue that recent neuropsychological research supports similar conclusions.

Beyond the issue of where in the process integration occurs, both Summerfield
and Green have speculated on what form or metric the information takes at the
point of integration (see also Schwartz et al., 1998; as well as Bernstein et al.,
2004). Both theorists argue that integration is best construed in terms of modality-
neutral, gestural primitives (see also Rosenblum & Saldafia, 1996; Studdert-
Kennedy, 1989). This metric would be based on properties of articulatory dynamics
rather than on dimensions of either the auditory or visual streams themselves. In
his chapter, Summerfield (1987) concluded that a modality-independent, gestural
metric was most feasible in light of the evidence existent at the time, as well
as considerations of parsimony: a modality-independent metric would obviate
the extra step of translating the auditory and/or visual information into a unifi-
able form. Green (1998) concurs with Summerfield’s conclusions and argues that



Primacy of Multimodal Speech Perception 55

a gestural/articulatory metric would best explain his findings that cross-modal
featural influences occur in a way closely analogous to influences existent within
unimodal auditory speech (see also Schwartz et al., 1998). Summerfield’s proposal
of a modality-independent gestural metric provides the foundation for the thesis
of modality-neutral speech information to be discussed in a later section.

It should be mentioned that the evidence for the automaticity and early inte-
gration of multimodal speech fits well with findings on multimodal perception
outside the domain of speech (for reviews, see Shimojo & Shams, 2001; Stoffregen
& Bardy, 2001; but see Remez et al., 1998). It has long been known that visual
information can influence fundamental auditory judgments including location
(e.g., Bermant & Welch, 1976; Radeau & Bertelson, 1974) and event identity
(Saldafia & Rosenblum, 1994), as well as induce auditory aftereffects (Kitagawa
& Ichihara, 2002). Vision can also bias basic vestibular, tactile, and kinesthetic
judgments (e.g., Clark & Graybiel, 1966; Kinney & Luria, 1970; Lee, 1976; Mergner
& Rosemeier, 1998). Other well-known examples of intersensory influence show
that auditory information can influence vision in terms of location (Bertelson &
Radeau, 1981), duration (Walker & Scott, 1981), and perception of the number
of visual events (O’Leary & Rhodes, 1984; Shams, Kamitami, & Shimojo, 2000).
There is also a sizable literature showing that subject response time and accuracy
in many contexts can be enhanced by multimodal vs. unimodal input (e.g., Stein
et al., 1996; Vroomen & de Gelder, 2000; Welch & Warren, 1986).

The primacy of nonspeech multimodal integration is also evident in the human
development literature. Young infants seem to be highly sensitive to audiovisual
correspondences of object location, synchrony, approaching (vs. receding) sound-
emitting objects, and emoting human faces (Bahrick & Pickens, 1994; Marks, 1978;
Meltzoff & Moore, 1977, 1983; Walker, 1982; Walker-Andrews & Lennon, 1985).

In summary, the predominance of cross-modal influences now reported in the
literature suggest that true unimodal perception — perception unaffected by more
than one modality — is rare (e.g., Stoffregen & Bardy, 2001). Regardless, the findings
supporting the primacy and early integration of multimodal speech concur with
findings outside the speech domain. Next, we will see similar evidence in the
neurophysiological literature.

3.3 Neurophysiological Primacy of Multimodal
Speech

The primacy of multimodal speech suggests that speech perception is sensitive to
multimodal dimensions at a very early stage. Recent findings in the neurophys-
iology of speech support early integration, as well as a speech mechanism that
is relatively unconcerned with modality (Calvert et al., 1999; MacSweeney et al.,
2000; but see Bernstein et al., 2002).

Much of the early neuropsychological research relevant to multimodal speech
produced ambiguous results. For example, Campbell and her colleagues examined
whether visual speech perception displays a left hemisphere (LH) advantage in
a way consistent with lateralization of auditory speech (e.g., Rinne et al., 1999;
Shankweiler & Studdert-Kennedy, 1975). Potentially, evidence for similar laterality
of auditory and visual speech could be supportive of early integration and a
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common mechanism. Initially, Campbell (1986) reported a right hemisphere (RH)
advantage for matching photographs of mouth shapes to heard speech segments.
However, subsequent research using more realistic stimuli revealed that patients
with LH lesions had greater difficulty in lipreading, suggesting some LH involve-
ment in the function (Campbell, Landis, & Regard, 1986; Campbell, 1992). Com-
plicating matters more, lateralization of visual speech might occur differently in
the context of audiovisual integration. Using a McGurk paradigm, Baynes, Funnell,
and Fowler (1994), as well as Diesch (1995), found evidence of bilateral hemisphere
involvement in perceiving the visual speech component. In both of these studies,
laterality depended on methodological specifics such as the type of integrated
syllable, the visual location of the response word, and the hand used by subjects
to indicate a response. However, in a more recent set of studies, Smeele et al.
(Smeele, 1996; Smeele et al.,, 1998) found more consistent evidence for a LH
advantage for lipreading syllables from an articulating face.

Certainly, solid conclusions from the laterality research would be premature. It
could turn out that visual and audiovisual speech perception, like so many other
functions, are partially lateralized (e.g., Ellis, 1989; Hellige, 1993). Regardless,
the extant laterality results leave open the possibility that multimodal speech
integration occurs early and a common mechanism might be used for auditory
and visual speech. In fact, stronger evidence for this possibility has emerged from
neural imaging research.

Sams et al. (1991) used a mismatched negativity technique to show that changes
in visual speech information can change auditory cortex activity during audio-
visual integration (see also Mottonen et al., 2002). A similar pattern of results was
recently observed by Callan et al. (2001) using EEG measurements and a speech
in noise methodology. These findings provide neurophysiological support for
an early speech perception mechanism (at auditory cortex) that is sensitive to
multimodal information.

Even more compelling evidence for early multimodal speech sensitivity has
emerged from recent fMRI research. In a series of studies, Calvert, MacSweeney,
and their colleagues (Calvert et al., 1997, MacSweeney et al., 2000; MacSweeney
et al., 2002; see also Calvert, 2001) report evidence that a silent lipreading task can
induce primary auditory cortex (PAC) activity similar to that induced by audit-
ory speech. Generally this activation occurs in the LH, including the tip of Heschl’s
gyrus at the junction of primary and secondary auditory cortex. Follow-up
studies revealed that this PAC activity is not related to the background noise
emitted by the fMRI apparatus and cannot be induced with nonspeech facial
contortions (“gurns”) (MacSweeney et al., 2000). These findings suggest that in
an important way, modality is relatively unimportant to the speech perception
mechanism, even at the level of auditory cortex.

However, this fMRI research has not been without controversy. Recently,
Bernstein and her colleagues (2002) questioned the exact cortical location of
activation from lipread stimuli in the Calvert et al. (1997) studies. They argue that
based on the activation levels reported by Calvert et al., it is questionable that
PAC itself was responsive to visual speech. When conducting their own fMRI
experiments, Bernstein et al. failed to find PAC activity from lipreading that was
similar to that induced by a pulse tone auditory control stimulus. There were a
number of methodological differences between the Calvert et al. and Bernstein
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et al. studies that could account for the diverging results. These differences include
the nature of the speech material, the participants, the analyses, as well as the
criteria established for true cortical activity. Clearly, more research is needed to
clarify these important findings using fMRI techniques.

Before leaving the topic of neurophysiology, it should be mentioned that the
accumulating if somewhat controversial evidence for the neurophysiological
primacy of multimodal speech fits well with recent findings outside the speech
perception literature (e.g., Shimojo & Shams, 2001). There is growing evidence
for numerous brain regions and neuronal sites that are specifically tuned to
multimodal input (Meredith, 2002; Stein & Meredith, 1993). Moreover, brain
regions once thought to be sensitive to unimodal input are now known to be
modulated by input from other modalities (Eimer, 2001; Laurienti et al., 2002;
Macaluso, Frith, & Driver, 2000; Shams et al., 2001). Further evidence for neuro-
physiological multimodal primacy is also found in research on neuroplasticity
and neurodevelopment in animals and humans (Buechel et al., 1998; Cohen et al.,,
1997; Rauschecker & Korte, 1993; Sadato et al.,, 1996). In sum, there is much
emerging neurophysiological data to support a conceptualization of neural
architecture in which the sensory brain is organized around multimodal input
(but see Bernstein et al., 2004; Mesulam, 1998). Certainly, this fits well with the
fMRI findings of Calvert, MacSweeney, and colleagues (Calvert et al.,, 1997;
MacSweeney et al., 2000; Calvert, 2001) that auditory cortex is sensitive to lipread
speech. These emerging neurophysiological findings are also consistent with the
behavioral research on the perception of speech and nonspeech discussed in the
previous section.

3.4 Modality-Neutral Speech Information

Thus far, we have considered evidence from both behavioral and neurophysiolo-
gical studies showing that multimodal speech information is integrated very
early in both the cognitive and neural architecture. However, another explana-
tion for this seemingly immediate integration can be offered. It is possible that as
far as the speech perception function is concerned, the sensory streams are never
actually separate. The suggestion is that in an important way, modality is invis-
ible to the speech perception function, and that the relevant sensory information
is best interpreted as neutral with regard to input modality. This general idea of
modality-neutral information is not new and has been discussed both in and out
of the speech literature for many years (Gibson, 1966, 1979; Stein & Meredith,
1993; Stoffregen & Bardy, 2001; Summerfield, 1987). The novelty in the current
argument lies with: (1) its explicit implications for multimodal speech integra-
tion; (2) its increased cogency based on accumulating evidence for the primacy
of multimodal speech; and (3) its connection to the emerging neurophysiological
and behavioral literatures on nonspeech multimodal perception.

The proposal of modality-neutral speech information follows directly from
Summerfield’s suggestion of modality-independent information (see also Kuhl &
Meltzoff, 1984). Briefly stated, speech information is considered to be composed of
higher-order, time-varying patterns of energy (light, sound) whose more abstract
nature allows for a common form in multiple energy arrays. Furthermore, these
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cross-modal patterns are gesturally-based so as to inform about articulatory
dynamics and support gestural perceptual primitives. This is not to argue that all
speech information is available equally in all modalities. Rather, all relevant speech
information regardless through which modality it is best available takes a form that
is defined by higher-order gestural structure, and not by superficial dimensions
of sensory physiology. This renders the job of a specific sense organ to sample
the higher-order structure as it exists in the energy range to which the organ is
sensitive. Moreover, for modality-neutral information, “cross-modal” integration
is not something that occurs within the perceiver, but instead occurs in —and as a
property of — the information itself (see Rosenblum, 2002; Rosenblum & Gordon,
2001).°

We argue that the evidence discussed in this chapter for a primacy of multimodal
speech warrants a serious consideration of modality-neutral speech information.
For example, the findings of Green and colleagues that cross-modal influ-
ences work at the featural level suggests that the relevant features are actually
modality-neutral and articulatory. Furthermore, evidence of sensitivity to visual
speech in auditory cortex could be interpreted as auditory cortex sensitivity to
modality-neutral primitives.

The implications of modality-neutral information are theoretically signific-
ant. Most obviously, the thesis calls for new descriptions of speech information
based on higher-order, gestural primitives which are not constrained to specific
modalities (e.g., Browman & Goldstein, 1985). Certainly, this perspective echoes
arguments proffered by the motor and ecological approaches described earlier
(Fowler & Rosenblum, 1991; Liberman & Mattingly, 1985). Other implications of
modality-neutral speech information include a different understanding of the
sensory systems, as well as implications for the form of information at the point
of integration. As Summerfield argued, modality-independent/neutral informa-
tion would not require the extra step of transforming acoustic parameters and
visible features into a common usable metric. Some examples of modality-neutral
speech information of both specific and broad types will be considered next.

3.4.1 Specific examples of modality-neutral speech
information

In his influential essay, Summerfield (1987) speculated on ways in which auditory
and visual speech information could be described in a modality-independent
form. When a speaker articulates a syllable /ma/ repeatedly with a regular fre-
quency, its audio and visual information take on a common form. In the acoustic
structure, this repetitive gesture can influence both overall amplitude and formant
structure with a rate specific to the articulatory rate. For the optical structure, the
gesture involves visible lip and (possibly) jaw opening trajectories which would
structure light in a way again specific to the articulatory rate. While the details of
the structured energy are different across sensory modalities, the higher-order
information for frequency of oscillation could be considered modality-independent.
Summerfield also considers modality-neutral descriptions of the information for
articulatory quantal changes (e.g., changes from a state where articulators are not
making contact to a state where they are), as well as for changes in articulatory
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direction. He provides examples of analogous kinematic patterns in the optic and
acoustic signals for both classes of changes. To the extent a sensory mechanism is
sensitive to these patterns, it is sensitive to modality-neutral information.

Since Summerfield’s initial conjectures about modality-neutral speech primitives,
supportive evidence has grown along both specific and broad lines. For example,
evidence for informational commonalities across audio and visual speech has
come from research examining correlations between these dimensions. Research
by Vatikiotis-Bateson and his colleagues (Munhall & Vatikiotis-Bateson, 1998;
Yehia, Rubin, & Vatikiotis-Bateson, 1998) has revealed strikingly close correspond-
ences between visible speech kinematics and the associated acoustic signals. Their
experiments involve 3D kinematic tracking of facial and interior articulatory
movements, as well as analyses of the corresponding acoustic signal. The analyses
reported by Vatikiotis-Bateson et al. show impressively high correlations between
visible facial kinematics and acoustic dimensions such as RMS amplitude and
spectral composition. In fact, the estimation of speech acoustics from facial
kinematics is better than the estimation from internal vocal tract measures. The
authors interpret their results as evidence that visible speech kinematics directly
reflects the time course and amplitude of vocal tract opening and closing. Because
these parameters are also instantiated in the corresponding acoustics, they can be
considered modality-neutral. Interestingly, when applied to a noise source, the
acoustic RMS amplitude and spectral parameters estimated from facial kinematics
can produce a relatively intelligible auditory speech signal (Yehia et al., 1998).

The research of Vatikiotis-Bateson and his colleagues is also noteworthy in
revealing surprising visibility of articulatory dimensions usually considered
invisible. Kinematic analyses show that visible gestures usually associated with
the lips are actually spread to more remote positions on the face and that much
of the kinematics of the tongue are reflected in the more visible movements of the
jaw. Their analyses also show that even changes in intraoral air pressure, usually
considered inaccessible in visual speech, are reflected in visible displacement
of landmarks on the surface of the skin. Certainly, evidence for greater detail
available in visible speech does not, in and of itself, provide direct support for
perceptual effectiveness of modality-neutral speech information. Still, the more
articulatory detail that is available visibly and auditorily, the more feasible a
modality-neutral description becomes.

The Vatikiotis-Bateson et al. research can be seen as a start at formalizing some
of the speculations offered by Summerfield (1987) on modality-independent speech
information. In the next sections, additional evidence for informational com-
monalities in the general nature of auditory and visual speech will be considered.
It will be argued that multimodal speech possesses an informational similitude: i.e.,
the salient general properties of speech information are observed to be similar
across modalities.

3.4.2 Informational similitude in auditory and visual
speech: Time-varying dimensions

Historically, most descriptions of visible speech information have taken the
form of pictorial information for static articulatory positions (e.g., Braida, 1991;
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Massaro & Cohen, 1990; Montgomery & Jackson, 1983; for a review, see Rosenblum
& Saldafa, 1998). As an example, Montgomery and Jackson (1983) defined visual
vowel information in a scaling space representing the degree of lip spreading
and rounding as well as peak tongue height. However, more recent research in
our lab and others has shown that, as for auditory speech, the time-varying
dynamic dimensions of visual speech are critically informative (e.g., Rosenblum
& Saldaia, 1998).

First, research on both auditory and visual modalities has shown that isolated
time-varying aspects of the signals can provide useful speech information. In
auditory speech research, signals which do not involve the traditional cues of
formants, transitions, and noise bursts can still be understood as speech (Remez
et al., 1981; see also Shannon et al., 1995). These auditory signals are composed of
a small set of sine-waves synthesized to track the frequency and amplitude of the
center formant frequencies of an utterance as they change over time. This sinewave
speech can be understood well enough for listeners to transcribe sentences and
can induce perceptual effects characteristic of natural speech stimuli (Remez
et al., 1987; Williams, Verbrugge, & Studdert-Kennedy, 1983). Because sinewave
speech essentially isolates the time-varying linguistically significant parameters
of the signal, it demonstrates the perceptual salience of these dimensions (Remez
et al., 1998).

With regard to visual speech, work in our laboratory has shown that isolated
time-varying visual information for articulation is also perceptually salient (e.g.,
Rosenblum, Johnson, & Saldafia, 1996; Rosenblum & Saldafia, 1996; Rosenblum
& Saldana, 1998). For these demonstrations, a point-light technique was imple-
mented in which small illuminated dots are affixed to a darkened face. The face
is then filmed speaking in the dark so that only the dots and their movements
are visible in the resultant stimuli. Research has shown that while these visual
images contain no standard facial features, they do provide visual speech informa-
tion to the degree that they can enhance auditory speech in noise and integrate
with auditory speech in a McGurk-effect paradigm (Rosenblum et al., 1996;
Rosenblum & Saldafia, 1996). Thus, isolated time-varying articulatory information
conveyed either visually or auditorily supports speech perception. In this sense,
time-varying information for speech can be considered a modality-neutral property
that encodes linguistically significant information.

Not only are the dynamic dimensions of speech useful for audio and visual
speech, there is research in both domains showing greater relative salience of
time-varying over static speech information. In auditory speech, it has been shown
that the portions of the signal that are least changing (vowel nuclei; consonantal
burst targets) are less informative than portions that are more dynamic and influ-
enced by coarticulation (Blumstein, Isaacs, & Mertus, 1982; Strange, Jenkins, &
Johnson, 1983; Strange et al., 1976). For instance, much of the vowel nucleus of a
CVC syllable can be deleted without hindering vowel identification (Jenkins,
Strange, & Edman, 1983; Strange et al., 1983). These “silent-center syllables” were
created by extracting up to 60% of the vowel nucleus and replacing it with
silence. Research shows that silent-center syllables are recognized as easily as
intact syllables and that the extracted portion of the syllable, which should con-
tain the most “canonical” portions of the vowel, are relatively less informative
(Strange et al., 1983).
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Recent research in our laboratory has shown analogous findings for visual
speech (Yakel, 2000; Yakel et al.,, in preparation). We asked normal hearing
observers to lipread a face articulating nine different vowels in a /bVb/ syllable
context. The syllables were modified in ways similar to those made on the
auditory syllables used in the Strange et al. (1983) study. Visual “blank-center”
syllables analogous to silent-center syllables were created by extracting out roughly
50-60% of the vowel nucleus of the visual speech stimuli. These extracted por-
tions were replaced with black video frames. Also included in the identification
tests were the extracted centers themselves, as well as the original intact syllables.
Importantly, the extracted center stimuli actually included the most extreme
visible vowel articulatory positions of the utterances, thereby containing the
information usually considered closest to the “canonical” visible vowel. Despite
the presence of this information, our results showed that the extracted center
stimuli were not as identifiable as the blank-center stimuli, which were as easily
identified as the original intact syllables. A follow-up experiment revealed that
the lower performance observed with the extracted-center syllables was not
related to the fact that they were composed of fewer visible frames than either
the control or blank-center stimuli (Yakel, 2000; Yakel et al., in preparation).

These results suggest that, as for auditory speech, the most salient parts of
visible vowels lie at the more coarticulated portions of the syllables. We believe
that this is a useful finding for two reasons. First, as stated, most descriptions of
visible speech information have comprised sequences of static articulatory posi-
tions (e.g., Braida, 1991; Massaro & Cohen, 1990; Montgomery & Jackson, 1983).
Clearly, our findings showing that the coarticulated /dynamic portions of visible
vowels are more informative than the extreme “canonical” articulatory positions
challenge this static interpretation of visible speech information. Our results
bolster the point-light speech findings in showing that not only is time-varying
information useful, it might in fact be the most salient dimension in lipreading
CVC syllables.

Second, and more germane to the current chapter, finding evidence for greater
salience in the more coarticulated portions of the visual speech signal suggests an
informational similitude across visual and auditory speech. Finding greater cross-
modal salience for time-varying dimensions provides additional support for the
interpretation of these dimensions as modality-neutral. Moreover, evidence for
a common informational form across modalities supports a speech perception
mechanism that is sensitive to underlying gestural primitives instantiated in
any modality. In the next section, we will examine another general property
common to both auditory and visual speech which could act as modality-neutral
information.

3.4.3 Informational similitude in auditory and visual
speech: Indexical dimensions of speech

Another class of informational properties salient in both auditory and visual
speech is the dimension of the speaker. Over the last 15 years, auditory speech
perception research has revealed that the indexical properties of an utterance
(those associated with specific speakers) play an important role in phonetic
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recovery (for a review see this volume: Johnson; Kreiman et al.; Nygaard). There
is now substantial evidence that speaker-specific information can facilitate speech
perception in the contexts of single vs. multiple speaker lists (Mullennix, Pisoni,
& Martin, 1989; Sommers, Nygaard, & Pisoni, 1994), word naming and identi-
fication in noise (Nygaard, Sommers, & Pisoni, 1994; Nygaard & Pisoni, 1998),
recognition memory (Bradlow, Nygaard, & Pisoni, 1999; Palmeri, Goldinger, &
Pisoni, 1993), implicit memory (Church & Schacter, 1994; Goldinger, 1992, 1998),
and form-based priming (Saldafia & Rosenblum, 1994).

There is also evidence that phonetic properties of the speech signal can be used
for speaker recognition. Remez and his colleagues (1997) conducted sinewave
speech re-synthesis to isolate the phonetic dimensions of individual speakers’
natural sentences. They argue that sinewave speech retains phonetic dimensions
which also include speaker-specific, idiolectic properties (e.g., coarticulatory
assimilation; rhythmic style). Remez et al. found that listeners could recognize
familiar speakers from these stimuli in both matching and identification contexts.
They conclude that common speaker-specific phonetic information can be used
for both speech and speaker recovery and that this use of the same articulatory
information could (partly) underlie the contingencies observed between the two
functions (Remez et al., 1997).

The observed relations between auditory speech perception and the indexical
properties of speech have had important implications for theories of speech.
Specifically, these research findings have provided new and important evidence
against the long-held view that the speech function involves a “stripping-away”
of non-phonetic properties of the signal (e.g., Pisoni, 1997). It has become clear
that not only are indexical dimensions of the speech signal relevant to phonetic
perception, they are often facilitative (Pisoni, 1997).

Analogous conclusions are now being drawn about visual speech perception.
Evidence is mounting that speaker information can influence recovery of visual
speech. For example, familiarity with a speaker’s articulation can facilitate speed
and accuracy in recognizing visible vowels (Schweinberger & Soukup, 1998).
Relatedly, lipreading sentences is easier from a single speaker list than a multiple
speaker list (Yakel, Rosenblum, & Fortier, 2000), suggesting that the short-term
familiarity with a speaker’s articulatory movements/gestures available in an hour-
long experimental session can facilitate visual speech perception. Furthermore,
memory for audiovisually presented words can be influenced by visual attributes
of a speaker (Sheffert & Fowler, 1995). Also, even the robust McGurk effect can
be influenced by prior familiarity with a speaker’s face (Walker, Bruce, & O'Malley,
1995; but see Green et al., 1991; Rosenblum & Yakel, 2001).

Another class of evidence for the link between visible speech and speaker
perception has involved showing common informational influences across the
functions. This research has shown that image manipulations known to especially
disrupt face perception can also disrupt visual speech (see Rosenblum, Yakel,
& Green, 2000, for a review). For example, it has long been known that inverting
the image of a face makes it disproportionately harder to recognize, relative to
inverting non-face images (see Valentine & Bruce, 1988 for a review). Relatedly,
an upright face context facilitates perception of facial image distortions (e.g.,
inverted eyes and mouth) relative to an inverted face context (see Bartlett &
Searcy, 1993 for a review). Audiovisual speech researchers have recently found
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analogous image influences on visual speech perception. Thus, speaker face
image inversion (Bertelson et al., 1994; Green, 1994; Jordan & Bevan, 1997; Massaro
& Cohen, 1996) as well upright facial distortions (inverted mouths) (Rosenblum,
Yakel, & Green, 2000) can disrupt visual and audiovisual speech perception.
Potentially, the disruptive influences of these face image manipulations have
a similar basis for both visual speech and face perception (e.g., influences of
configural/holistic information).

Not only can upright facial context information bear on both functions, it seems
that articulatory kinematics can also be used for both visual speech and speaker
recognition. We have recently implemented our point-light technique to show
that isolated visible speech can be used to identify speakers (Rosenblum et al.,
2002; Rosenblum, Smith, & Niehus, in preparation). These experiments were
designed to follow the auditory speaker recognition experiments of Remez and
colleagues (Remez et al., 1997). Recall that Remez et al. isolated the phonetic
properties of speakers’ sentences using sinewave resynthesis techniques and
found that listeners could recognize familiar speakers from these stimuli in
both matching and identification contexts. Remez et al. suggested that there is
speaker-specific idiolectic style information available in the isolated phonetics
retained in the sinewave speech.

In our visual analogue to the Remez et al. work, we isolated visual speech
information using the point-light technique. Because the point-light technique
isolates the time-varying aspects of visible speech, the technique also serves to
eliminate the “pictorial” information usually associated with face recognition
(facial features and configurations, face shape, skin tone, hairline, etc.) (see also
Bassili, 1978; Berry, 1990, 1991; Bruce & Valentine, 1988). We reasoned that if
visible phonetic characteristics could provide idiolectal information in a way
analogous to the sinewave stimuli of Remez et al., then observers should be able
to recognize speakers from articulating point-light faces.

Our tests involved two sets of experiments. In the first set, subjects were
asked to match an unfamiliar fully-illuminated articulating face to one of two
point-light images based on speaker identity (2AFC procedure). We found that
subjects could make these matches at better than chance levels for nine of ten of
the speakers tested. A number of control conditions established that subjects’
matching ability was not based on any static frame information available in
the point-light stimuli and that appropriately ordered and timed visible articulat-
ory movements were needed for successful matching (Rosenblum et al., 2002).

The second set of experiments tested whether the information available from
point-light speakers would allow a set of friends to recognize each other without
the benefit of seeing a fully-illuminated face on each trial (Rosenblum et al., in
preparation). For these purposes, seven graduate students who had at least two
years of regular contact with one another were videotaped speaking under point-
light conditions. These point-light stimuli were then presented to the graduate
students who were asked to recognize their friends from the point-light stimuli
under both matching (2AFC; written name to face) and single presentation con-
ditions (Remez et al., 1997). We found that under both conditions, subjects were
able to recognize five of their seven friends at better than chance levels. A control
condition established that observers’ success at this task was not based on any
static/pictorial information retained in the point-light stimuli.
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We are presently examining the informational basis for these judgments using
response confusion data and kinematic analyses of the visible articulations
(Rosenblum et al., in preparation). What has been revealed so far is that speaker
recognition does 70t seem to be based on utterance properties such as overall dura-
tion or speaker gender (see also Remez et al., 1997; Fellowes, Remez, & Rubin,
1997). Potentially, as in the Remez et al. studies, our subjects are able to recognize
point-light speakers from idiolectic information (coarticulatory assimilation;
rhythmicity) available in the visible gestures (see also Lachs, 1999, 2002).

We believe the results of the point-light speaker identification experiments are
of theoretical importance for three reasons. First, they add to the growing literature
that time-varying face information can facilitate face recognition in degraded image
conditions (Christie & Bruce, 1998; Knight & Johnston, 1997; Lander, Christie, &
Bruce, 1999). Second, our results suggest that common articulatory information
can be used for both visual speech and face perception which is contrary to
traditional accounts of the informational basis of these functions (e.g., mouth
shapes for lipreading; facial features, configurations for face perception). In fact,
finding common information for visual speech and speaker perception challenges
“modular” accounts of both functions (e.g., Bruce & Valentine, 1988; Fodor,
1983; Liberman & Mattingly, 1985). Finally, our point-light speaker findings are
important because they are closely analogous to the auditory speech perception
results of Remez and his colleagues (1997). Results in both domains suggest an
informational connection between speech and speaker properties, providing a
further example of informational similitude across auditory and visual speech
(see also Lachs, 1999, 2002; Lachs & Pisoni, 2004, in press).

To date, the explanations of how speaker information influences speech
recovery for both auditory and visual speech have focused on modality-specific
information. For auditory speech perception, explanations have concentrated on
mechanisms which link the separate representation systems for phonological
and voice information (Church & Schacter, 1994), or the use of common phonetic
information, where “phonetic” pertains to the acoustic consequences of articulatory
effects which relate to a specific utterance (Remez et al., 1997). For visual speech
perception, explanations of speech-speaker contingencies have focused on the
use of common visual information including visible facial features (Yakel et al.,
2000), visible face configural dimensions (Jordan & Bevan, 1997; Rosenblum
et al., 2000), and common visible articulatory style (Lachs & Pisoni, 2004, in press;
Rosenblum et al., 2002).

While the current explanations of speech-speaker contingencies have focused
on modality-specific information, it could be that the basis of the contingencies in
both modalities is related to the use of information that takes the form of modality-
neutral, articulatory-gestural properties. Potentially, the perceptual primitives which
provide the link between speech and speaker are the idiolectic articulatory
dimensions available across auditory and visual modalities. If so, then an explana-
tion for why the contingencies are observed cross-modally is that the speech
perception mechanism is sensitive to the gestural contingencies available in
multiple modalities and exploits this information. In this way, the informational
contingencies can be considered modality-neutral. If this interpretation is correct,
an interesting prediction follows. If speaker-informing idiolectic information is
modality-neutral, then cross-modal speaker matching should be possible using
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articulatory information. In other words, observers should be able to match heard
voices to seen speakers based on speaker-specific information conveyed in both
modalities: i.e., observers should be able to “hear a face.”

In fact, recent findings from three independent laboratories report evidence
that perceivers are able to match voices to silent speaking faces. First, projects by
both Kamachi et al. (2003) and Lachs (1999, 2002) used a 2AFC procedure to test
if subjects could match a voice to one of two fully-illuminated faces, or match a
face to one of two voices based on speaker identity. Both sets of researchers found
that subjects performed these tasks at better than chance levels. Next, research by
both Lachs and Pisoni (2004, in press) and our own laboratory (Rosenblum &
Nichols, 2000; Rosenblum et al., under review) tested voice-to-face matching
using point-light speaker stimuli. Because point-light techniques isolate visual
speech information, this method provided a more rigorous test of whether match-
ing could be accomplished using visible idiolectic properties. (The earlier fully-
illuminated face-to-voice matching demonstrations by Lachs and Kamachi et al.
might have been accomplished using non-speech properties such as attractiveness,
confidence, or ethnicity.) Both projects revealed voice-to-point-light speaker cross-
modal matching performance at levels significantly above chance. Furthermore,
our project involved a number of control conditions which established that sub-
jects” matching performance was not based on static frame information available
in the point-light stimuli. These conditions also demonstrated that appropriately
ordered and timed visible articulatory movements were needed for successful
cross-modal speaker matching (Rosenblum et al., 2002).

Finally, research by Lachs and Pisoni (2004, in press) as well as work in our own
laboratory (Smith & Rosenblum, 2003) has tested voice-to-face matching conditions
in which the stimuli of both modalities were reduced to time-varying idiolectic
dimensions. In both projects, sinewave speech resynthesis (Remez et al., 1997)
was carried out on the auditory component of the stimuli and subjects were
asked to match these sinewave sentences to point-light sentences from the same
speaker. Both projects reveal preliminary results that subjects can match sinewave
voices to point-light faces for many speakers at better than chance levels. We are
currently conducting follow-up experiments to determine if matching perform-
ance is based on the movement aspects of the point-light stimuli. If the sinewave
speech to point-light speaker matching results stand, then additional support for
the salience of modality-neutral idiolectic speaker information will be obtained.

In summary, recent findings from several research groups have revealed
commonalities across auditory and visual speech information. These commonalities
take the form of specific correspondences between visible and auditory signals
previously considered only loosely related (Munhall & Vatikiotis-Bateson, 1998;
Yehia et al., 1998). These correspondences demonstrate the existence of modality-
neutral properties, similar in form to those first hypothesized by Summerfield
(1987). At a broader level, informational similitude has been observed as a common
salience of time-varying and indexical dimensions across modalities. This simil-
itude could reflect a speech perception function sensitive to modality-neutral
gestural information instantiated across signals. Certainly, many more examples
of modality-neutral information will need to be uncovered, at more specific levels
(e.g., Browman & Goldstein, 1985). Still, even these initial examples have important
implications for theoretical accounts of speech perception. As argued, the existence
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of modality-neutral information supports a speech mechanism relatively un-
concerned with modality (e.g., Calvert et al., 1997) as well as an integrative
function operating at the level of the information extraction (e.g., Green, 1998). In
these ways, this research fits well with the previous evidence for the primacy
of multimodal speech perception. In the final section, some speculations on the
evolutionary implications of multimodal speech primacy will be addressed.

3.5 Visible Speech and the Evolution of Spoken
Language: Speculations and Predictions

If the primary mode of speech perception is multimodal, then there should be
evidence for the influence of multimodal speech on the evolution of spoken
language, as well as the phonological inventories of extant languages. While very
little has been written on these issues (but see Burnham, 1998), a survey of recent
literature invites some speculations.

Two currently influential theories of language evolution assume some critical
role of visuofacial information. In MacNeilage’s (1998) frame/content theory of
language evolution, the “frame” of spoken language production is constructed
from components of ingestive mastication. MacNeilage proposes that the oscilla-
tory nature of mandibular movements during mastication provided the evolu-
tionary support for the cyclical nature of syllabic speech. A critical step between
mastication and spoken language, according to MacNeilage, was the assignment
of ingestive gestures with communicative potential. MacNeilage suggests that
this assignment could easily arise from the oscillatory visuofacial communication
known to be used by many non-human primates (e.g., teethchattering, lipsmacks,
tonguesmacks). Later, the communicative relevance of these visuofacial gestures
could have been generalized to accompanying rudimentary vocal oscillations.
Moreover, these visible facial gestures could support the mimetic capacity often
considered to be precursory to language (Donald, 1991). In these ways, the com-
municative aspects of visuofacial gestures could have played a pivotal role in
the evolution of spoken language in providing the link between ingestive and
communicative articulatory movements (MacNeilage, 1998).

Other theorists have proposed that much of the evolution of language actually
occurred in a visual medium (e.g., Armstrong, Stokoe, & Wilcox, 1994; Corballis,
2002; Hewes, 1992). From this perspective, the first true language was likely
gestural in nature, not spoken, and these gestures were composed of both manual
and facial articulations. An example of this class of theories has been proposed in
a recent book by Corballis (2002). As evidence, Corballis discusses the continued
use of a gestural language for the great apes, as well as evidence that Broca’s area
was enlarged long before the vocal tract was ready for speech. With regard to
visuofacial gestures, Corballis considers them to be a critical link from manual
to audible gestures and he speculates that language likely evolved from being
primarily manual, to facial and manual, and then ultimately to facial and vocal.
Ultimately, the vocal aspects of language took on greater importance for several
reasons including its usefulness in the dark and over greater distances, as well as
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its ability to free the hands. However, Corballis argues that gesture has not been
supplanted by vocal speech, but instead, “. . . clearly lurks behind the surface of
speech, as though ready to come to the rescue when speech fails” (2002, p. 192).
He cites the McGurk effect as evidence that gestural/visuofacial influences are
still evident in modern speech.

To summarize, visuofacial gestures likely provided an important link between
a visually-based communication system and one which made greater use of
audible language. Potentially then, the language facility evolved to make use of
gestures of all types, whether auditorily or visually conveyed. In this sense, the
importance of visible gestures could provide the evolutionary basis for a speech
perception mechanism sensitive to multimodal information. If so, then an inter-
esting prediction follows. If the primacy of multimodal speech has an evolution-
ary basis, then it should have a traceable phylogeny. Potentially, primates should
show evidence for audiovisual integration of “speech” in much the same way as
pre-linguistic infants (Rosenblum et al., 1997). In fact, there is recent evidence
for primate sensitivity to audiovisual correspondences in conspecific vocal calls.
Recently, Ghazanfar and Logothetis (2003) used a preferential looking paradigm
and found that rhesus monkeys looked longer at a video of a monkey face which
matched either the “coo” or “alarm” calls presented auditorily. While this experi-
ment shows primate sensitivity to cross-modal correspondence, it does not dem-
onstrate cross-modal integration, as such. To examine audiovisual integration
in primates, we have initiated a new research project to test the McGurk effect
in rhesus macaques. Evidence for a McGurk effect in primates would provide
further support of an evolutionary basis for multimodal speech primacy, as well
as evidence against experiential accounts of the effect (e.g., Diehl & Kluender,
1989; Massaro, 1987).

Another prediction regarding the evolution of language follows from the
primacy of multimodal speech. To the degree that language evolved to be both
heard and seen, there should be evidence for some influence of visual speech on
the phonological inventories of modern languages. Most discussions of constraints
on phonological inventories have addressed the influences of auditory distinctive-
ness (e.g., Diehl & Kluender, 1989; Flemming, this volume; Ohala, 1984, 1996) and
articulatory stability (e.g., Clements, 1985; Fowler, 1996). However, it could be
that with the variance remaining from these other influences, visual speech plays
a role in shaping the phonological inventories of spoken language.

In fact, there is evidence that languages display a phonetic complementarity
between heard and seen speech such that linguistic distinctions that are harder
to hear, are easier to see and vice versa (e.g., the /m/-/n/ distinction mentioned
above) (Summerfield, 1987; Walden, Prosek, & Worthington, 1975). Certainly,
this complementarity is partly related to the acoustical properties of vocal tract
anatomy (C. A. Fowler, 1994, personal communication). Thus, while it is easier
to see consonants produced towards the front of the mouth, any closure of the
frontal cavity will likely produce a less distinct acoustic signal than when the
frontal cavity is open. Still, it is an open question whether phonological invent-
ories do select for segments that are either easy to hear or see. If visual speech
does constrain phonological inventories, the world’s languages should include
relatively few phonetic segments that are both difficult to hear and see.
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These speculations on the evolution of language and the composition and
development of phonological inventories follow from the assumption that speech
evolved to be heard and seen. This is not to ignore the predominance of auditory
influences on spoken language evolution (cf. Fowler, 1989, 1996). However, it
follows from the primacy of multimodal speech that some influence of the gestural
information available through primarily visual means should be evident in these
domains.

3.6 Conclusions

In this essay, we have argued that the primary mode of speech perception is
multimodal. Support for the primacy of multimodal speech perception was
provided by evidence for its ubiquity and automaticity, as well as behavioral
and neurophysiological findings of early sensitivity to multimodal speech. It was
further proposed that the appropriate conceptualization of speech information
is in terms of modality-neutral properties that are higher-order and gesturally-
based. Evidence for modality-neutral information was provided by the close corres-
pondences between auditory and visual speech signals, as well as more general
informational similitude across modalities. Finally, speculations were offered about
multimodal influences on the evolution of language.

Throughout the essay, parallels have been drawn between findings on multi-
modal speech perception and findings on nonspeech multimodal perception. The
behavioral and neurophysiological research literature on nonspeech perception
supports a general sensory architecture organized around multimodal input. In
this sense, speech seems fully consistent with nonspeech perception in display-
ing multimodal primacy. In fact, surveying the recent nonspeech multimodal
literature reveals that speech research is cited as providing prototypical examples
of multimodal primacy (e.g., McGurk effects; visual speech activation of auditory
cortex). This fact is partly a consequence of the vast research supporting gestural
primitives of speech perception (e.g., Fowler, 1986; Fowler & Rosenblum, 1991;
Liberman & Mattingly, 1985). Ironically, it may be that part of the legacy of the
motor theory — a “speech is special” theory — will be to inspire new research
directions that uncover modality-neutral, distal event primitives for nonspeech
perception.

Beyond evidence for multimodal speech primacy, we also offered a few pre-
dictions derived from the approach. These predictions included: (1) successful
cross-modal matching based on isolated idiolectic information; (2) a traceable
phylogeny of multimodal speech as evidenced in a McGurk effect in primates;
and (3) evidence that visible speech can have some influence on phonological
inventories. Several other predictions can be derived from the multimodal
primacy/modality-neutral information account. For example, we would anti-
cipate evidence of cross-modal priming and transfer of training to the speech
of specific speakers; and that intrastimulus modality switching would have a
relatively negligible interfering effect on speech perception. These and other
predictions can be used to assess the proposal that sensory modality is relatively
invisible to the speech function and speech information is best construed as
modality-neutral.
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NOTES

1 This chapter will concentrate on
audiovisual examples of multimodal
speech perception. There is also a
sizable literature on vibrotactile aid
devices that shows effective integration
of tactile and visual speech information
(for reviews see Kishon-Rabin et al.,
1996; Reed et al., 1993). Audiovisual
multimodal speech is emphasized in
the current chapter because of its
relevance to everyday communication
as well as its theoretical importance
in the general speech perception
literature.

2 Examples of McGurk effects are
available on the internet (e.g., Gordon
& Rosenblum, 2001), and can be
produced with readily available
video editing software, or even
demonstrated live in the classroom
with no equipment (Cobb & Lewis,
2001).

3 The gestural and auditory theories
are not the only approaches to the
perceptual objects issue. For example,
Remez (1986, 1989) has argued that
the true perceptual objects of speech
are the actual events and objects to
which the speaker refers. From this
perspective, the gestures and auditory
components are both part of the
linguistic informational medium
which indirectly conveys the speaker’s
referents. This approach has a number
of theoretically significant implications
including the fact that speech, in
involving an indirect apprehension
of the message referents, is necessarily
different from perception of nonspeech

events. Furthermore, evidence against
auditory primitives, including the
multimodal effects discussed here,

are equally as supportive of linguistic
perceptual objects as they are of
gestural perceptual objects. In the
current chapter, the gestural vs.
auditory perceptual object perspectives
are emphasized simply because of
their historical prominence in the
audiovisual speech literature.

There is evidence that McGurk-type
visual influences do not affect auditory
adaptation (Roberts & Summerfield,
1981; Saldana & Rosenblum, 1994).
This finding has been interpreted

by Bernstein et al. (2004) as evidence
that integration occurs at a later stage
than claimed by, for example, Green
(1998). However, other theorists have
interpreted these results as simply
reflecting low-level auditory
mechanisms such as adaptation in the
auditory nerve (A. M. Liberman, 1993,
personal communication; Schwartz

et al., 1998).

This explanation of integration via
modality-neutral information addresses
instances for which information is
congruent across modalities. Certainly,
this constitutes the vast majority of
natural cases. However, modality-
neutral explanations of integrating
discrepant cross-modal information
(e.g., McGurk effects), have been
formulated and can be found in
papers by Stoffregen and Bardy
(2001), and Rosenblum and

Gordon (2001).
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4 Phonetic Processing by the
Speech Perceiving Brain

LYNNE E. BERNSTEIN

As a consequence of developments in non-invasive methods for studying brain
function, the underlying neural mechanisms of speech perception are being
localized spatially and temporally. Theoretical issues that until recently were
addressed almost solely with behavioral evidence can now be addressed in relation
to functional neuroanatomy and neurophysiology in healthy behaving humans.
Some of the recent findings were not anticipated by the behaviorally-based the-
ories. This should not be surprising, as the brain mechanisms responsible for
processing speech are complex and non-linear: the expectation that behavioral
evidence could adequately predict functional neuroanatomy and neurophysiology
would be overly optimistic (Friston et al., 1996; Picton et al., 2000).

This chapter focuses on two central theoretical issues concerning phonetic
processing. The first is whether the phonetic attributes of speech stimuli are
processed by a cortical system exclusively specialized for speech. The second is
whether audiovisual speech processing relies on early neuronal convergence of
phonetic information. The findings discussed here support the following views:
First, not all of the cortical areas that process speech are specialized for speech
stimuli. Second, extensive unisensory processing precedes the binding of audit-
ory and visual speech representations. Thus, a single phonetic processing area
that is independent of sensory modality appears not to have been implemented
in the speech perceiving brain.

4.1 Speech Processing along the Bottom-Up
Cortical Pathways

Whether speech is processed by a specialized neural system, as opposed to a
general purpose auditory system, is the subject of a longstanding debate in the
speech perception literature. Liberman and Whalen (2000) reviewed the issue and
framed it elegantly, opposing what they called horizontal versus vertical theories
of speech perception. The former generally posit that speech stimuli are first
processed by general auditory mechanisms and then are passed on to linguistic
ones. The latter posit that:
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the biological roots of language run deep, penetrating even the level of speech and
to the primary motor and perceptual processes that are engaged there. Seen from
that perspective, speech is a constituent of a vertically organized system, specialized
from top to bottom for linguistic communication. (p. 187)

Top to bottom is not a neuroanatomically precise description. In translating the
phrase into neuroanatomical terms, a sensible assumption would be that fop to
bottom is relevant to cortical-level neural processing, not to the periphery (the ear
and the eye), nor to the subcortical structures that intervene between the periphery
and the cortex. From the ear to the auditory cortex, the speech signal is processed
subcortically by the brainstem and thalamus. However, the processing at sub-
cortical stages is most likely general to all auditory stimuli (Scott & Johnsrude,
2003). Likewise, specialization for visual speech perception (if such exists) is
unlikely prior the level of the cerebral cortex.

4.1.1 The primary areas

Hearing and vision each have their own obligatory primary entry levels into
cortex. The primary areas are counted as the first cortical synaptic levels. For
hearing, this is the primary auditory cortex (Kaas & Hackett, 2000), also referred
to as core, and Brodmann area (BA) 41 (Brodmann, 1909). For vision, the primary
visual cortex is V1 (Felleman & Van Essen, 1991) or BA 17 (see Figure 4.1; note
that BA 41 is actually approximately in the transaxial plane but is shown
externally in the figure).

Early levels of cortical processing are conventionally thought to be the first
three levels of the bottom-up cortical synaptic hierarchy. In general for the aud-
itory and visual systems, the primary unisensory cortical sensory areas project to
unisensory association areas at the next and higher synaptic levels, and those
areas project to other unisensory association areas at yet higher levels of the
cortical synaptic hierarchy (Felleman & Van Essen, 1991; Kaas & Hackett, 2000;
Mesulam, 1998). But, it should be noted, processing is not strictly serial: cort-
ical areas become concurrently active as processing proceeds temporally (e.g.,
Eggermont & Ponton, 2002).

Speech information enters the auditory and visual cortical processing pathways
at the same locations as nonspeech information. Primary sensory areas comprise
finely tuned neurons that process elementary stimulus properties, whereas higher
levels represent information with coarsely tuned neurons that are more specialized,
depending on the stimulus type (Mesulam, 1998). For hearing, the primary areas
process the elementary features that include pitch, temporal properties, and
intensity (Eggermont & Ponton, 2002). The primary areas of the visual system
process the elementary features including color, form, motion, size, and depth
(Bartels & Zeki, 1998).

Studies of auditory processing using intracortical recordings in humans
(Steinschneider et al., 1999) and functional brain imaging (with either functional
magnetic resonance imaging (fMRI) or position emission tomography (PET)) sup-
port the generalization that speech is not preferentially processed by the primary
auditory cortex (Binder et al., 2000; Celsis et al., 1999; Huckins et al., 1998; Scott &
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Superior temporal sulcus

Middle temporal gyrus

Figure 41 Brodmann (1909) areas of the human brain and anatomical labels.

Johnsrude, 2003; Scott et al., 2000). The primary visual area, V1, has not been
studied specifically with regard to the distinction between speech and nonspeech
stimuli, but there is no expectation that it would perform processing specific to
speech features, just as it is not specialized for other complex visual stimuli
(Mesulam, 1998).

4.1.2 The early unisensory association areas

Various animal and human studies confirm that the bottom-up flow of all auditory
and visual stimulus information, including speech, is from the primary cortical
areas to unisensory association areas (Bartels & Zeki, 1998; Felleman & Van Essen,
1991; Kaas & Hackett, 2000; Mesulam, 1998). The second auditory level, the first
association area, designated BA 42 (see Figure 4.1), is considered to be homo-
logous to the monkey auditory belt area, which neuronal tracer studies show
receives its input from the auditory core (Hackett, Stepniewska, & Kaas, 1998).
This level has been shown to be insensitive to speech versus nonspeech contrasts
in humans (e.g., Belin et al., 2000; Binder et al., 2000; Eggermont & Ponton, 2002;
Liégeois-Chauvel et al., 1999; Scott & Johnsrude, 2003; Wise et al., 2001).

At the third synaptic level, the primary auditory cortex and belt are surrounded
by a more extensive parabelt area, designated 22 by Brodmann (1909) (Figure 4.1),
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and it extends onto the lateral surface of the superior temporal gyrus. Intracortical
recordings in humans of evoked potentials during pre-surgical studies of epilepsy
patients have shown transcortical passage of activation, which confirms that this
area is hierarchically connected to the previous synaptic levels (Howard et al.,
2000; Liégeois-Chauvel et al., 1994). Recent monkey studies focused on the belt
and parabelt have revealed that the parabelt is also subdivided and participates
in several different hierarchically organized pathways (e.g., Kaas & Hackett, 2000)
that likely have different functions.

A current theory is that one auditory pathway is more concerned with category
identification and the other more with location (Belin & Zattore, 2000; Kaas &
Hackett, 2000; Rauschecker & Tian, 2000; Scott & Johnsrude, 2003). This possibility
follows earlier work that identified what and where pathways in the visual system
(Ungerleider & Haxby, 1994). Even so, although the early levels may be segregated
into different paths, there is not apparently identification of specific objects at
early levels. It is a general finding that the second and perhaps the third cortical
synaptic levels are not specialized for any particular categories of stimulation
such as speech, faces, or other objects (e.g., Binder et al., 2000; Halgren et al., 1999;
Mesulam, 1998).

4.1.3 Functional evidence concerning speech processing
at early areas

The results from functional brain imaging studies (fMRI and PET) are consistent
with the view that the first three levels of the auditory cortex do not process
phonetic stimulus attributes preferentially (Benson et al., 2001; Celsis et al., 1999;
Scott et al., 2000). For example, Binder et al. (2000) presented unstructured noise,
frequency-modulated (FM) tones, reversed speech, pseudowords, and words.
FM tones activated the belt and parabelt areas more than did noise, but these
areas were not differentially activated by speech versus FM tones.

Two types of cortical electrical data, intracortical (invasive) and scalp-recorded
(non-invasive) activity, have been used to study early auditory speech processing.
For example, Steinschneider et al. (1999) revealed in humans, using intracortical
recordings, that voice onset time (VOT) is extremely well-represented in the
primary auditory cortex and belt areas. Syllables with short VOTs produced a
large electrical response, time-locked to the consonant onset, followed by a low
amplitude component time-locked to voicing onset. In contrast, responses evoked
by syllables with longer VOTs contained prominent components time-locked to
both stimulus onset and voicing onset.

Intracortical recordings are relatively rare. Scalp-recorded event-related potentials
(ERPs) obtained using electrophysiological and evoked magnetoencephalographic
tield (MEG) recordings afford neurophysiological measures of brain activity
with high temporal resolution (< 1 ms) and, with currently evolving techniques,
moderately good spatial resolution (< 10 mm). These measures are thought to
mostly reflect excitatory post-synaptic potentials arising from large populations
of pyramidal cells oriented in a common direction (Creutzfeldt, Watanabe, & Lux
1966; Mitzdorf, 1986; Vaughan & Arezzo, 1988).

Analyses of ERP data suggest that the origins of auditory evoked activity can
be modeled successfully by dipole sources (mathematical representations of the
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Figure 4.2 Illustration of an event-related potential to an acoustic /ba/ stimulus
recorded from the scalp at the vertex location.

cortical generators) placed in the temporal lobe of each hemisphere. Positive and
negative peaks in the ERP waveforms, labeled P1 (positive peak latency approx-
imately 50 ms) and N1 (negative peak latency of approximately 100 ms) (see
Figure 4.2) are represented in tangentially-oriented dipoles (i.e., sources oriented
tangentially to the lateral cortical surface). That is, the P1 and N1 peaks appear to
represent activity arising from the primary auditory cortex (BA 41) and the
unisensory auditory association areas (belt and parabelt areas (BA 42/22)) (e.g.,
Knight et al., 1988; Ponton et al., 1993; Scherg & Von Cramon, 1985, 1986). These
ERPs are considered to be obligatory responses to auditory system stimulation;
that is, they occur in response to almost all forms of auditory stimulation, includ-
ing clicks, noise or tone bursts, or speech sounds. In addition, they are obtained
without requiring conscious attention to the stimuli.

While the latency and amplitude of the P1 and N1 peaks to auditory stimuli
are most affected by the physical characteristics of the stimulus (e.g., duration
and loudness), the later peaks (P2 — peak latency of approximately 175 ms — and
N2 — peak latency about 225 ms) are more affected by factors such as arousal and
attention (Ndatanen & Picton, 1987), suggesting that auditory ERPs of latencies
earlier than approximately 100 ms are generated at early levels of the cortical
pathway. Specifically, the N1 component appears to be generated by the lemniscal
pathway, which projects from the central nucleus of the inferior colliculus to the
ventral division of the medial geniculate nucleus, and terminates in the primary
auditory cortex, a pathway that appears to represent stimulus attributes (Ponton
& Eggermont, 2001). Therefore, if there were very early specialization for speech
features, it would be predicted to be reflected in the N1. Results from scalp-
recorded electrophysiology studies support the prediction that N1 is not sensitive
to the same contrasts observed in behavioral studies of phonetic perception.

For example, Sharma and Dorman (1999) showed with scalp-recorded ERPs
that when VOT was short (/da/ stimulus), only a single distinct electrical peak
component at around 100 ms (labeled N1) was obtained. For longer VOTs (/ta/
stimulus), two distinct N1 components were obtained. In addition, the discontinu-
ity between the single component peak and the double peak coincided with the
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perceptual /da/-/ta/ boundary of the stimulus continuum. However, Sharma,
Marsh, and Dorman (2000) in a subsequent study showed that the N1 is unlikely
to be a correlate of phonetic perception. Two stimulus continua were invest-
igated, /ba/-/pa/ and /ga/-/ka/. Perceptually, the latter results in a longer VOT
boundary than the former. A single N1 peak was obtained for both continua
when the VOT was < 30 ms, and a double N1 peak was obtained for both when
the VOT was >40 ms. The VOT that elicited the double N1 peak for the /ga/-/ka/
continuum occurred at 20 ms shorter VOT than required for perceptual iden-
tification of /ka/. Sharma and Dorman (2000) reported that N1 responses for a
continuum from pre-voiced to voiced bilabial stops were the same for Hindi- and
English-speaking listeners, even though voicing categories in the two languages
do not coincide in the critical values of VOT.

Thus, the findings suggest that the responses, at around 100 ms latency and
earlier, are not specialized for speech in terms of the differential coding of the
phonetic properties used within language. That the scalp-recorded N1 peak has
been localized independently to the auditory parabelt areas (see Eggermont &
Ponton, 2002, for a review of the cortical generator sites for the early and middle
auditory evoked potentials) is consistent with the conclusion that at the first two
or three synaptic levels of the cortex, speech stimuli do not receive specialized
neural processing, although sensitivity to speech signal characteristics is present.

4.1.4 Early visual areas

Studies of the visual pathways show that the earliest unisensory association areas
are not tuned to specific visual categories (Mesulam, 1998). Specific categories
such as faces and objects are not preferentially processed by early visual primary
or association areas such as V1 (BA 17), V2 (BA 18), V4 (BA 19), and V5/MT
(middle temporal /BA 37). For example, V5/MT is specialized for motion (Watson
et al., 1993), and V4 might be specialized for color (Zeki, 2001), each at the second
synaptic levels (Felleman & Van Essen, 1991). Early visual areas such as V1 and
V5 are activated by visual speech stimuli (Bernstein et al., 2003; Calvert et al,,
1999; Campbell et al., 2001; Ludman et al., 2000; Paulesu et al., in press), as would
be expected given their role in the coding of all elementary stimulus properties.
But there is not any evidence to date that these early areas are differentially
sensitive to speech.

4.1.5 Phonetic processing at higher synaptic levels

The most convincing evidence for speech-specific processing has been obtained
for cortical areas beyond the first three bottom-up synaptic levels. However, the
evidence has not produced consensus concerning the organization of phonetic
processing at the higher levels. For example, the superior temporal sulcus (which
separates the superior temporal gyrus and the middle temporal gyrus, Figure 4.1),
at the fourth synaptic level (Kaas & Hackett, 2000), has been shown to prefer
speech to FM tones and noise (Binder et al., 2000). But the upper bank of the
superior temporal sulcus has also been shown to be selective for human vocal
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versus non-vocal sounds, even when the vocal sounds did not contain speech
(Belin et al., 2000). Spectrally inverted speech activates the left posterior superior
temporal sulcus, according to Scott et al. (2000). But increasing intelligibility of
speech has been shown to be associated with increasingly anterior regions along
the superior temporal sulcus (Scott et al., 2000).

Binder et al. (2000) have proposed a somewhat different organization, with
sensitivity to phonetic information attributed to cortex dorsal to the primary
auditory cortex. However, Binder et al. (2000, Figure 9), summarizing results for
the contrast between speech and nonspeech, suggest that the superior temporal
sulcus is active and possibly responsible for representing temporal and spectral
feature combinations. They also reported evidence that the more anterior and
inferior temporal areas were more strongly activated by words than non-words,
at least partly consistent with the results on anterior activity reported by Scott
et al. (2000). The distinction between the posterior and anterior areas sensitive
to phonetic stimuli likely results from differences in function. For example, the
posterior area might be associated with the ability to repeat and represent lexical
forms, whereas the anterior area might be associated with word representations
and associative knowledge (cf., Hickok & Poeppel, 2000; Scott et al., 2000; Wise
et al., 2001).

Unisensory visual association areas include the fusiform, inferior temporal,
and middle temporal gyri. The area defined as the lateral occipital complex,
located on the lateral bank of the fusiform gyrus extending ventrally and dorsally,
appears to have a strong role in processing information about object shape
or structure, independent of the particular visual cues to structure, and not
to be differentially activated by types of visual objects (Grill-Spector, Kourtzi,
& Kanwisher, 2001). At the fourth synaptic level, differential activations are
observed due to complex objects versus faces (Biichel, Price, & Friston, 1998;
Halgren et al., 1999; Nobre, Allison, & McCarthy, 1994; Puce et al., 1996). Face
processing at this level seems to be concerned with faces as a general category,
their detection and perception, but not with recognizing specific faces nor facial
expressions (Tong et al., 2000). It is not known whether or not there are many
category-specific areas in the visual pathway (Grill-Spector et al., 2001).

Bernstein, Auer, and Moore (2004) have speculated that visual speech is
processed as a special category by the visual system. Alternatively, perhaps,
this status obtains only in individuals who are proficient lipreaders (Bernstein,
Demorest, & Tucker, 2000). Research on higher level vision has not resolved
whether even the so-called fusiform face area is specialized for faces per se or is
particularly sensitive to over-learned categories of stimulation.

Of relevance to speech, which is a dynamic visual stimulus, are studies that
have investigated faces in motion. In Puce et al. (1998), a number of studies
involving movements by face areas are compared. Moving eyes and mouths
(nonspeech) activated a bilateral region centered in the superior temporal sulcus,
2.2-3.0 cm posterior to a region reported for lipreading in Calvert et al. (1997;
see also, Bernstein et al., 2002), and 0.5-1.5 cm anterior and inferior to a region
activated by hand and body movement (Bonda et al., 1996). Thus, comparison
across studies seems to support specialization for phonetic versus non-phonetic
visual speech processing several synaptic levels along the bottom-up visual speech
pathway. But, alternatively, errors of localization during the processing and
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interpretation of the BOLD (blood oxygen level dependent) signal obtained
during fMRI could lead to incorrect attribution of areas specialized for visual
phonetic processing. Additional studies are needed that directly compare speech
and nonspeech visual stimuli, controlling for a wide range of different visual
stimulus properties.

4.1.6 Conclusions about phonetic processing
specialization

We now return to whether “speech is a constituent of a vertically organized
system specialized from top to bottom for linguistic communication” (Liberman
& Whalen, 2000, p. 187). While speech is evidently part of a vertically organized
system, that system does not appear to be specialized for speech at all of its
levels. The pure vertical view can be saved, perhaps, by re-defining “top to
bottom” beginning at a later — perhaps third or fourth — cortical level. But that
maneuver does not seem consistent with the spirit of vertical theories.

On the other hand, the findings about the cortical synaptic hierarchy are also
not support for the horizontalist or auditorist view. According to Trout (2001),
“Auditorism is committed to the view that many of the distinctive achievements
of speech perception . .. require only general auditory mechanisms, and that the
auditory periphery supplies sufficient sensitivity for the analysis of the incoming
speech signal” (p. 524, emphasis added).

The neural findings suggest that speech perception does require general purpose
mechanisms, both auditory and visual, and that the periphery (ear and eye), as
well as subcortical structures, must supply sufficient sensitivity for the informa-
tion in the speech signal to be preserved for processing at higher cortical levels.
But evidence for early elementary processing, and even processing similarities
across species (cf., Eggermont, 2001), does not constitute evidence for the suffi-
ciency of general purpose auditory mechanisms for phonetic perception. The
findings suggest that there are higher level cortical areas that are sensitive to
phonetic stimulus forms. Thus, what might be called pure horizontal or vertical
theories do not seem to have been implemented in the human cerebral cortex.
Earlier processing appears to be responsible for elementary auditory attributes
and later processing appears to be more sensitive to phonetic information. Fur-
thermore, the auditory and visual pathways appear to become more specialized
at approximately the same rate from one synaptic level to the next in the bottom-
up cortical pathway.

Alternatively, Bartels and Zeki (1998) have suggested that a specialized system
can be defined as the direct and indirect pathways (including feedback) to the
specialized areas along with those specialized areas. For example, the specialized
system for processing visual motion could be regarded as the earlier visual areas
V1 followed by V2 that are not specialized for motion. Furthermore, they propose
that nodes or areas within a system can independently contribute to conscious
perception, as, for example, when visual form is perceived from motion, but the
motion of the forms is itself also perceived. Similarly, in the case of auditory
speech perception, early auditory areas are shared among specialized systems
such as phonetic and voice processing systems (Belin et al., 2000), allowing the
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listener to perceive both the message and the qualities of the talker’s voice.
Specialized systems thus can, and must, share less specialized cortical areas.
This is a direct consequence of the hierarchical and parallel architecture of the
bottom-up cortical pathways (Mesulam, 1998; Rauschecker, 1998; Zeki, 1998).

4.2 Audiovisual Speech Processing

The second main issue here is whether audiovisual (AV) phonetic processing
relies on early convergence. Early phonetic convergence is taken here to imply
involvement of multisensory cells at early levels of the bottom-up synaptic
hierarchy that are specialized for processing both auditory and visual phonetic
information. A quintessential example of neural convergence studied by Stein
and colleagues (Meredith, 2002; Stein, 1998; Stein & Meredith, 1993) is the
multisensory neurons in the (anaesthetized) cat superior colliculus, a subcortical
structure concerned with detection and localization of events in extra-personal
space. These neurons respond to more than one of auditory, visual, and somato-
sensory stimulation, and do so — under certain stimulus conditions — more vigor-
ously than would be predicted by summing their unisensory responses. Meredith
(2002) points out, however, that for the mammalian brain, “relatively little is
known about the nature of multisensory convergence onto individual neurons
and the functional architecture underlying multisensory convergence” (p. 33).!
Convergence could alternatively involve neural networks that represent stimulus
information, independent of the sensory input system. In either case, beyond the
convergence process, the stimulus would be represented amodally.

4.2.1 AV speech perception

Early AV phonetic convergence has intuitive appeal, because the phonetic effects
of AV processing are rarely consciously noted during everyday communication.
Speech researchers themselves paid hardly any attention to AV speech perception
(cf., Sumby & Pollack, 1954), until McGurk and MacDonald (1976) published
their study in which mismatched auditory and visual syllables were presented. An
example of the so-called McGurk effect is when an auditory /ba/ is dubbed to a
visual /ga/, and listeners report hearing /da/. Numerous studies have replicated
the McGurk effect (e.g., Green & Kuhl, 1989; Green & Norrix, 2001; Massaro, 1987;
Massaro, Cohen, & Smeele, 1996; Munhall & Tohkura, 1998; Munhall et al., 1996;
Saldafia & Rosenblum, 1994; Sekiyama, 1997; Walker, Bruce, & O’Malley, 1995).

The typical description or explanation of McGurk effects, expressed at the level
of sub-segmental phonetic features, is consistent with a theoretical early conver-
gence mechanism (Fowler, 2004; Green, 1998; Massaro, 1989, 1999; Schwartz,
Robert-Ribes, & Escudier, 1998; Summerfield, 1987; cf., Braida, 1991). McGurk
perceptual effects appear to emerge from a process that eliminates the original
sensory stamp from the phonetic information, producing a transformed aud-
itory impression. That the neural processing mechanism results in an amodal
representation has seemed “uncontroversial” to some theorists (Schwartz et al.,
1998).
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What has been debated is the form that the amodal representation might take.
Rosenblum (2002), for example, states that, “the informational metric taken at the
point of speech integration is best construed as an articulation based, modality-
independent form” (p. 1461) Massaro (1987) has proposed an integration process
that involves independent analysis of modality specific sub-segmental features
that are evaluated against abstract phoneme representations. That is, segmental
representations are the abstract (hence modality-independent) products of com-
bining features. The possibility that auditory and visual representations might
bind after modality specific processing of larger patterns — beyond the level of
phonetic features — has been explicitly rejected by some theorists (Summerfield,
1987; Braida, 1991).

Indeed, several types of additional behavioral evidence are consistent with
early AV phonetic integration, including the following: (1) Gender incongruency
between auditory and visual stimuli does not abolish the McGurk effect (Green
et al., 1991); (2) Selective attention to one modality or the other does not abolish
it (Massaro, 1987); (3) Explicit knowledge about incongruity between auditory
and visual stimuli does not abolish it (Summerfield & McGrath, 1984); and (4)
Phonetic goodness judgments can be affected by visual speech (Brancazio, Miller,
& Pare, 2000). All of these effects imply that AV processing is not penetrated by
high level cognition and is, therefore, an early process.

However, behavioral evidence that does not seem consistent with early AV
processing also exists: (1) Large stimulus onset asynchronies between auditory
and visual syllables do not abolish the McGurk effect (+ 0.267 ms, Massaro et al.,
1996; 180 ms, Munbhall et al., 1996); (2) Reductions in the strength of the McGurk
effect occur for familiar versus unfamiliar talkers (Walker et al., 1995); (3) McGurk
effect strength varies across language or culture (Sekiyama & Tohkura, 1993); (4)
Reductions in McGurk effect strength can be obtained as the result of training
(Massaro, 1987); and (5) Visual stimuli do not selectively adapt auditory speech
continua (Saldana & Rosenblum, 1994).

AV effects involving long stimulus onset asynchronies suggest that processing
latencies need not be early. Effects due to talker familiarity and culture or language
suggest a role for high level cognition. Training effects could be due to changes in
perception and/or attention, as well as higher-level, post-perceptual strategies.
The demonstration that a visual phonetic stimulus does not selectively adapt an
auditory phonetic continuum has been interpreted as evidence that auditory and
visual phonetic processes do not interact early (Bernstein et al., 2004).

4.2.2 Evidence for early convergence from fMRI

As reviewed above, processing that is specifically phonetic seems to be initiated
no earlier than the fourth bottom-up synaptic level of the cerebral cortex (Benson
et al., 2001; Binder et al., 2000; Celsis et al., 1999; Scott & Johnsrude, 2003; Scott
et al., 2000). If AV phonetic processing relies on convergence of phonetic repres-
entations, that should occur no earlier than unisensory phonetic processing.
Calvert, Campbell, and Brammer (2000) obtained response patterns to AV
versus auditory-only and visual-only speech using fMRI. Congruent AV speech
resulted in superadditive activation levels in the posterior ventral bank of the
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superior temporal sulcus relative to the sum of activation in response to auditory-
alone and visual-alone speech. Incongruent AV speech produced responses lower
in activation than the sum of the responses to the unisensory stimuli. This pattern
was interpreted as indicative of convergence, possibly of the type observed for
multisensory neurons in the superior colliculus (Stein & Meredith, 1993). Calvert
et al. concluded that “these data clearly support the hypothesis that crossmodal
binding of sensory inputs in man can be achieved by convergence onto multi-
sensory cells localised [sic] in heteromodal cortex” (p. 655).

That conclusion is not inevitable. The superior temporal sulcus is an extremely
complex and large multimodal area. It responds not only to speech but also to
nonspeech motions of mouths and eyes (Puce et al.,, 1998). It is activated by
spoken and written words (Binder et al., 2000; Fiez et al., 1996). It is activated in
deaf adults viewing fingerspelling (Auer, Bernstein, & Singh, 2001). Raij, Uutela,
and Hari (2000) showed that the left posterior superior temporal sulcus was act-
ivated in response to combinations of spoken and written letters of the Finnish
alphabet.

In addition, the BOLD response is an indirect measure of neural activity. As a
result, fMRI spatial resolution is not fine enough to obtain data on individual
neurons, as is done for recordings made in animal models (Meredith, 2002).
Thus, the effects reported by Calvert et al. (2000) could be due to co-mingled
unisensory neurons (Meredith, 2002; Zeki, 2001). Also, fMRI temporal resolution
is on the order of seconds, yet convergence based on early bottom-up phonetic
processing would be predicted to occur within approximately 150 ms, in order to
be consistent with the dynamics of bottom-up stimulus processing through the
first several synaptic levels (Foxe & Simpson, 2002; Krolak-Salmon et al., 2001;
Steinschneider et al., 1999; Yvert et al., 2001). Thus, it is not possible to know with
fMRI the detailed temporal dynamics of AV processing. Another consideration is
that fMRI at the strengths used with humans does not resolve the activity at
different cortical layers. The consequence here is that activity in a particular area
cannot be unambiguously attributed to either feedforward or feedback units.

4.2.3 Neuroanatomical problems with convergence

Convergence is also problematic given longstanding results from neuroanatomy.
Classical monkey studies failed to show direct early connections between the
auditory core and V1 (Jones & Powell, 1970). Mesulam (1998) summarizing the
literature states that “One of the most important principles in the organization of
the primate cerebral cortex is the absence of interconnections linking unimodal
areas that serve different sensory functions” (p. 1023). Furthermore, this seems to
be true also at the level of early unisensory association areas. According to Mesulam:

This is particularly interesting since many of these unimodal association areas
receive monosynaptic feedback from heteromodal cortices which are responsive
to auditory and visual stimuli. The sensory-petal (or feedback) projections from
heteromodal cortices therefore appear to display a highly selective arrangement that
actively protects the fidelity of sensory tuning during the first four synaptic levels of
sensory-fugal [feedforward] processing. (p. 1023)
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Even at the second through fourth synaptic levels, processing should be pro-
tected from contamination by phonetic information of another input system. If
this principle holds, and if phonetic processing is initiated at the fourth synaptic
level, AV interaction follows unisensory phonetic processing.

However, very recent results of scalp-recorded electrophysiological studies in
humans have implied that there could be auditory inputs to early visual areas
(Giard & Peronnet, 1999; Molholm et al., 2002). Also, Falchier et al. (2002) showed
in monkeys, using tracers injected into V1, that there was a small proportion of
connections from auditory cortex to the visual periphery area of V1. There were
virtually no connections to the central visual cortex. However, these auditory
projections were suggested to play a role in spatial localization or event detec-
tion. Thus, this animal model does not directly support the existence of early AV
phonetic convergence in humans. At present, knowledge about cortical architec-
ture remains incomplete, and connections between early areas of sensory cortices
might be found that have some functional role in AV phonetic processing. Strong
evidence should be required, however, to overturn the classical conclusions about
the protection against contamination of information by an alternate sensory system
as articulated by Mesulam (1994, 1998). To overturn the classical view for speech
requires showing that any early transcortical connections actually involve phonetic
processing and not merely detection, localization, or response modulation.

4.2.4 Theoretical arguments against convergence

Outside of speech perception, convergence has been considered deficient as a
potential mechanism for perceiving complex, non-invariant stimuli. Mesulam
(1994, 1998) has pointed out that, in principle: (1) If a convergent cortical area
were needed to represent all of the information relevant to a complex percept,
then the brain (or an omniscient homunculus) would have to solve the problem
of directing all of the needed information to that location for re-representation;
and (2) Convergence of the type in (1) would lead to contamination of the original
perceptual information.?

Mesulam (1998) suggests, as an alternative, areas that act as binding sites for
sensory-specific representations, perhaps, by creating look-up tables or links.
Mesulam employs the term convergence in the sense of multiple unisensory
pathways feeding into the same area. But he specifically rejects the notion that
complex, non-invariant information converges onto the same representation from
two different sensory systems. Even at higher synaptic levels, he questions the
possibility of convergence onto a common format.

Singer (1998) points out that while convergence on particular sets of neurons
in a feedforward architecture is useful for rapid processing of frequently encoun-
tered stereotyped combinations of stimulus attributes, convergence is very costly
in terms of the number of neurons needed and is not well-suited to dealing with
varying and diverse stimulus properties. Singer proposes that the brain solves
the binding problem by creating functionally coherent, dynamically created assem-
blies that as a whole represent particular stimulus content. These dynamic units
are thought to be brought about through widespread neuronal synchronization.
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Zeki (1998) points out that anatomical studies of the visual system show that
there are no cortical areas to which visual pathways uniquely project (see Felleman
& Van Essen, 1991), and which act as integrators of all the different visual sources
(Bartels & Zeki, 1998). Moutoussis and Zeki (1997) have commented on the charm
of convergence:

To all of us, intuitively much of the most appealing solution [to the binding prob-
lem] was an anatomical convergence, a strategy by which the results of operations
performed in all the specialized visual areas would be relayed to one area or a set of
areas — which would then act as the master integrator and, perhaps, even perceptive
areas. Apart from the logical difficulty of who would then perceive the image pro-
vided by the master area(s) ... there is a more practical difficulty — the failure to
observe an area or a set of areas that receive outputs from all the antecedent visual
areas. Thus the convergent anatomical strategy is not the brain’s chosen method of
bringing this integration about. (pp. 1412-13)

4.2.5 Convergence to overcome the diverse qualia of
auditory and visual speech

Nevertheless, convergence for AV speech stimuli might seem justified because of
the diverse qualia of auditory and visual stimuli that seem to argue for a trans-
formation into a common amodal format. However, researchers have noted that
the biomechanical speech articulation processes that produce acoustic signals
also produce optical signals. This commonality of origin has justified studies of
the relationship between acoustic and optical speech signals (Jiang et al., 2002;
Yehia, Kuratate, & Vatikiotis-Bateson, 1999; Yehia, Rubin, & Vatikiotis-Bateson,
1998). These studies have shown that there are consistent relationships between
optical and acoustic phonetic measures.

Bernstein et al. (2004) proposed that binding of auditory and visual speech
information could be accomplished by cortical networks that have learned the
predictable correspondence between auditory and visual information, without
re-representing the information in an amodal format. They demonstrated, using
methods from multilinear regression (Jiang et al., 2002) applied to acoustic and
optical speech signals, that correspondence between acoustic and optical speech
signals could be established without conversion to a common metric (see also
Yehia et al., 1998).

For example, Jiang et al. (2002) showed that a linear relationship could be
computed between acoustic features and 3-dimensional optical measures. This
demonstration was performed on a large number of nonsense syllables and several
sentences spoken by four talkers. Good predictions were obtained from acoustic
features to 3-dimensional optical data and vice versa. The systematic correspond-
ence between optical and acoustic phonetic stimulus patterns could be learned
by a speech perceiving brain, which would not be required to re-represent acoustic
and optical patterns in terms of an amodal format. The binding problem for AV
speech could be solved, perhaps, by synchrony among sensory-specific distributed
representations.
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4.3 General Conclusions

Phonetic perception has now taken its place as a central topic in cognitive
neuroscience. Admittedly, these are early times in studying the speech perceiv-
ing brain, but the findings that have begun to emerge clearly challenge previ-
ously held views on the two issues presented here. The first main issue concerned
the theoretical dichotomy between horizontal and vertical theories of speech
perception (Liberman & Whalen, 2000), which motivated much debate; but the
speech perceiving brain appears to be organized along neither dimension exclu-
sively. The second main issue concerned AV speech processing research, which
was seen to belong within the general area of research on neural binding mechan-
isms, a fact that is well-recognized within cognitive neuroscience (Calvert, 2001;
Molholm et al., 2002; Mottonen et al., 2002; Raij et al., 2000). Although little is
known about the neural mechanisms of AV phonetic binding, the behaviorally
based accounts of early phonetic convergence seem unlikely on anatomical
grounds; and theoretical considerations argue generally against neuronal con-
vergence for binding complex non-invariant representations.
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NOTES

1 Bernstein et al. (2004) presented a

review of the literature on the neural
connections involving the superior
colliculus in the monkey. Their review
concluded that superior colliculus

AV convergence is unlikely to be the
support for the binding of AV phonetic
information in humans. That is, sub-
cortical AV convergence seems an
unlikely mechanism for AV phonetic
convergence at the cortical level.

Of course, results from McGurk
experiments seem to show
contamination. But it should be noted
that Sekiyama and Tohkura (1991)
have shown that the McGurk effect

is significantly weaker in Japanese

relative to American perceivers. At the
same time, critically, the Japanese results
indicate separable sensitivity to visual
speech information. They state

When the stimuli . . . were
composed of conflicting auditory
and visual syllables, the
Japanese subjects often reported
incompatibility between what
they heard and what they saw,
instead of showing the McGurk
effect . . . This implies that the
visual information is processed
to the extent that the audiovisual
discrepancy is detected most of
the time. It suggests that, for
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clear speech, the Japanese use

a type of processing in which
visual information is not
integrated with the auditory
information even when they
extract some lip-read information
from the face of the talker. (p. 76)
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5 Event-Related Evoked
Potentials (ERPs) in
Speech Perception
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5.1 What Are Event-Related Potentials?

The event-related potential (ERP) is a synchronized portion of the ongoing EEG
pattern. Evoked potential waveforms reflect changes in brain activity over time
during stimulus processing (Rockstroh et al., 1982). Such changes are reflected in
the amplitude (UV height of the wave at different points) or in the latency (time
lapsed in milliseconds — ms — since stimulus onset) of certain peaks within the
ERP. The ERP differs from the more traditional EEG measure because it reflects a
portion of the ongoing EEG activity that is time-locked to the onset of a specific
event (the stimulus) occurring outside the individual in the environment or inter-
nally as a cognitive process. This time-locked feature is the real strength of the
ERP and represents a major advantage over the traditional EEG measures. ERPs
allow direct correlations between brain measures and behavior that reflect pro-
cessing in time at the millisecond level.

One common approach to characterizing the ERP is to identify in sequence the
positive and negative peaks (i.e., the points at which portions of the ERP wave
reaches the most positive and negative peak values) following stimulus onset.
Thus, this labeling system identifies the order in which the peaks occur while at
the same time indicating their polarity (see Figure 5.1). For example, “N1” refers
to the first negative going peak in the waveform while “N2” refers to the second
negative occurring peak, and so forth. Likewise, “P1” refers to the first positive
deflection or peak in the ERP waveform while “P2” refers to the second peak, etc.
An alternate and more recent scheme for naming ERP components is to label
the positive and negative peaks by their latency (usually defined as the time
from stimulus onset). Thus, the “N200” in this scheme refers to the negative peak
that occurs 200 ms following stimulus onset. Generally, variations in latency
and amplitude of these peaks are interpreted to reflect speed of processing
(latency) or extent of processing (amplitude). In general, shorter latencies indicate
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Figure 5.1 Group averaged auditory ERPs recorded from the left and right frontal,
temporal, and parietal electrode sites of a group of 100 3-year-old children listening

to a series of consonant-vowel syllables in which place of articulation varied from

/b/ (solid line) to /g/ (dashed line). Arrows mark traditional peak regions where
analyses are focused. “N” and “P” indicate “Negative” and “Positive” peaks,
respectively. Numerals indicate the sequence in which the peaks occur. Peaks can

also be designated by latency in ms from stimulus onset so that N1 also is identified as
N200. Calibration is 2.5 uV with positive up. Duration is 800 ms from stimulus onset.

more rapid processing while larger amplitudes suggest increased processing
activity.

The ERP is generally believed to reflect post-synaptic (dendritic) potentials
(Allison et al., 1986). Even so, the information recorded at the scalp cannot capture
all of the generated electrical activity for several reasons: (1) the distance from
the cortical regions generating the signal to the scalp may be too great relative to
the signal’s strength; (2) variations in brain matter (e.g., neurons, glial cells, fiber
tracts, cerebral spinal fluid, bone, muscle) can reduce signal strength or change
current paths; or (3) the orientation of cortical columns generating the signal may
not project the current directly to the scalp under an electrode, thereby making it
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difficult to trace the ERP to its origins within the brain. Nevertheless, as the data
presented here show, consistent results have been obtained using this methodology
across studies and participant groups that enable ERP data to be interpreted
meaningfully with regard to several broad neurophysiological, developmental,
and psychological issues. These findings have contributed to recent models of
cognitive development.

5.2 ERPs Index Speech Perception

Initial attempts to investigate ERP correlates of speech perception focused on the
more general question of whether there are differences in the brain responses
evoked by speech signals compared to nonspeech sounds (Cohn, 1971; Friedman
et al., 1975; Galambos et al., 1975; Jaramillo et al., 2001; Kayser et al., 1998; Molfese,
Freeman, & Palermo, 1975; Morrell & Salamy, 1971; Neville, 1974). However, as
Molfese (1978b) noted, speech sounds differ from nonspeech sounds on many
acoustical dimensions (e.g., fundamental frequency, formant structure and dura-
tion, number of formants, frequency transitions, and rise, decay times, etc.),
making it difficult to determine whether ERP differences are due to the specific
linguistic properties of the speech stimuli, the usual dimension under study, or
to some other aspects of the multiple acoustic differences that separate these two
classes of stimuli. Consequently, the present chapter will focus on the perception
of speech stimuli.

Researchers investigating the neural correlates of speech perception have util-
ized one of three procedures: habituation (Dorman, 1974), mismatch negativity
(MMN) (Kraus et al., 1993b), and equal probability (Molfese, Freeman, & Palermo,
1975; Molfese & Molfese, 1979a). The habituation paradigm involves repeating
one stimulus at a fixed interval (e.g., 1 s) for some number of trials and then
presenting a new stimulus. Usually, after only a few repetitions the amplitude of
the ERP decreases and the latency may shift. The occurrence of a new stimulus
produces a “rebound” effect in which the ERP amplitude and latencies are
restored. The MMN paradigm involves the presentation of two different stimuli.
One occurs more frequently (70% of trials) while the second occurs less fre-
quently (30% of trials). Both stimuli are intermixed in a block of trials. These
stimuli are usually presented while subjects attend to another task. Analyses
focus on the appearance of a large negative slow wave occurring between
150 and 350 ms in response to the infrequently occurring stimulus. An illustra-
tion of the MMN is presented in Figure 5.2 in which the arrow identifies the
region of the MMN difference effect during a task comparing responses to tones
of different frequencies. In the equal probability task, stimuli occur equally often
but are randomly ordered relative to each other. In this case, attention to the
stimulus usually results in larger amplitude ERPs with shorter latencies. Ana-
lyses may focus on several peaks in the ERP rather than a single peak as in the
case of MMN. The present chapter focuses on ERP studies of speech perception
involving voice onset time (VOT), place of articulation, and vowels. A further
section reviews the use of ERP measures for predicting later emerging language-
related skills.
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Figure 5.2 MMN to tones varying in frequency. Group averaged difference waves
calculated by subtracting ERPs to the standard (frequent) tone from ERPs to deviant
(infrequent) tones.

5.3 Voice Onset Time

VOT is the temporal interval between the beginning of laryngeal pulsing and
the onset of consonant release. Numerous studies have shown that VOT is an
important perceptual cue for the distinction between voiced and voiceless forms
of stop consonants such as /b/ and /p/ (Lieberman et al., 1967). As reviewed
elsewhere in this volume (see Raphael), adult listeners differentiate a variety of
speech sounds by the phonetic labels attached to them, readily discriminating
between consonants from different phonetic categories, such as (/ba/ and /pa/),
while they perform at chance levels when asked to discriminate between two
different /ba/ sounds that differ acoustically to the same extent as the /ba-pa/
difference (Lisker & Abramson, 1970). This pattern of successful discrimination
for speech sounds representing different phonetic categories along with chance
levels of discrimination for same-category contrasts is referred to as “categorical
perception” (Harnard, 1987). Studies with infants (Eimas et al., 1971), children
(Streeter, 1976), and adult listeners (Lisker & Abramson, 1970) have demonstrated
categorical perception for a wide range of segmental phonetic contrasts such as
voicing /ba, pa, ga, ka/ and place of articulation /ba, da, ga/.

5.3.1 Adult VOT: ERP studies

Dorman (1974) conducted the first ERP study of English VOT perception with
adults using a habituation paradigm in which a speech token from within one
phonetic category was repeated for a series of trials, after which a second token
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was introduced from either the same category or a different category. Auditory
ERPs were recorded from the Cz lead (a position located at the central top of
the head, and midway between the left and right ears, Jasper, 1958) of 50 adults,
who were divided into five groups of 10 subjects. Computer synthesized speech
sounds with different VOT characteristics, 250 ms in durations, were presented
at fixed inter-stimulus intervals. The ERP N1-P2 peak-to-peak amplitude (the
N1 range was 75-125 ms and the P2 range was 175-225 ms) were measured.
The only amplitude effects noted were for the ERPs elicited by the stimuli from a
different phonetic category than the habituating stimuli. Based on these results,
Dorman (1974) concluded that ERPs can indicate the categorical perception of
voicing cues.

In a follow-up study, Molfese (1978b) reported that ERPs reflected categorical
discrimination of VOT when consonants from two different voicing categories
were presented with equal probability of occurrence. He recorded ERPs from
the left and right temporal regions of 16 adults during a phoneme identification
task. Adults listened to randomly ordered sequences of synthesized bilabial stop
consonants with VOT values of +0 ms, +20 ms, +40 ms, and +60 ms. After a brief
delay, the adults pressed a series of keys to identify the speech sound. Two
regions of the ERP (one component centered on 135 ms and a second occurring
between 300 and 500 ms following stimulus onset) changed systematically when
the speech sounds were from different phonetic categories but not when the
sounds were from the same category. Electrophysiological studies employing sim-
ilar stimuli with a variety of different populations have replicated this finding
with infants (Molfese & Molfese, 1979b), children (Molfese & Hess, 1978; Molfese
& Molfese, 1988), and adults (Molfese, 1980a; Segalowitz & Cohen, 1989). Sur-
prisingly, however, in all studies in which this categorical discrimination effect
was observed, it occurred over the right temporal region. This findings goes
against the common belief that the left temporal region of the brain should be
most responsive to speech and language stimuli.

5.3.2 Child VOT: ERP studies

Molfese and Hess (1978) recorded ERPs from the left and right temporal scalp
regions of 12 preschool-age children (mean age = 4 years, 5 months) in response
to randomly ordered series of synthesized consonant-vowel syllables in which
the initial velar stop consonant sounds varied in VOT from +0 ms, to +20 ms, to
+40 ms, to +60 ms. Analyses, like Molfese (1978b), also indicated a categorical-
like discrimination effect whereby one late-occurring portion of the waveform
(peak latency = 444 ms) changed systematically in response to consonants from
different phonetic categories but did not respond differentially to consonants
from within the same phonetic category. As in the case of Molfese (1978b), this
effect occurred over the right hemisphere (RH). Unlike the adult study by Molfese,
however, electrodes placed over both hemispheres detected a second portion of
the auditory ERP that occurred earlier in the waveform than this RH effect and
also discriminated the voiced from the voiceless consonants in a categorical-like
manner (peak latencies = 198 and 342 ms). Similar results were reported by
Molfese and Molfese (1988) with three-year old children.
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5.3.3 Infant VOT: ERP studies

The ERP work with adults and children was later extended to include newborn
and older infants. This step offered the opportunity to identify both the abilities
that are present early in development and to chart changes in speech discrimina-
tion abilities during the early stages of language acquisition. Molfese and Molfese
(1979a) presented the four consonant-vowel syllables used by Molfese (1978b) to
16 infants between 2 and 5 months of age (mean = 3 months, 25 days). ERPs were
again recorded from the left and right temporal locations. Analyses identified
one component of the auditory ERP recorded from over the RH approximately
920 ms following stimulus onset that discriminated between the different speech
sounds in a categorical manner. As in the case of Molfese and Hess (1978), a
second portion of the auditory ERP that was present over both hemispheres also
discriminated between the consonant sounds in a categorical-like manner. The
major portion of this component occurred 528 ms following stimulus onset. These
results paralleled the findings of Molfese and Hess in revealing two portions of
the auditory ERP that discriminated between speech sounds, a bilateral com-
ponent that occurred earlier in the waveform, followed by a RH lateralized com-
ponent that occurred later in time and that also discriminated between the sounds
categorically. A final portion of the ERP waveform was found to differ between
the two hemispheres across all of the different stimuli.

A recent study by Pang et al. (1998) using the MMN paradigm failed to find a
RH effect. They investigated discrimination abilities for voiced and voiceless
consonants in 8-month-old infants (n = 15). Natural speech /da/ was the standard
stimulus (probability of 0.8) and /ta/ was the contrasting syllable (probability of
0.2). ERPs were recorded from frontal, central, temporal, and parietal leads in
each hemisphere and at midline, referred to as Cz during data collection and later
referenced to the average reference. The results identified a mismatch response at
200-300 ms over the left central region and at 200-350 ms over the left temporal
area. Although Pang et al. argued that the discrepant findings could be due to
the differences in reference points, or changes in developmental organization of
the brain, it is important to note that Pang et al. did not analyze any of the ERP
wave after 350 ms, while Molfese and Molfese (1979a) found that their RH effect
occurred approximately 600 ms later.

A second experiment described by Molfese and Molfese (1979a) failed to
observe any such bilateral or RH lateralized effects with 16 full-term new-
born infants (8 female) less than 48 hours after birth. However, Simos and
Molfese (1997) subsequently found ERPs recorded from newborns that discrim-
inated between but not within phonetic-like categories when presented with
nonspeech auditory stimuli that were modeled after the temporal delays for
VOT.

These results indicated that infants displayed sensitivity to differences between
phoneme categories. Differences in ERPs to variations in VOT were present over
several cortical areas, some involving only left hemisphere (LH) or RH and some
being common to both hemispheres. ERPs recorded in a listener perhaps as early
as 2 months of age discriminate between speech tokens from different phonetic
categories. This effect continues into the child and adult years.
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5.3.4 Speech vs. nonspeech processing of temporal-order
information

Pisoni (1977) reported that speech perception makes use of certain auditory
processing mechanisms. He presented adult listeners with a series of two-tone
nonspeech stimuli that varied in the onset of one tone relative to a second tone
and found that they discriminated between tokens at temporal delays approximat-
ing those at the perceptual boundaries for speech sounds differing in VOT. In a
follow-up study, Molfese (1980a) investigated whether the laterality effects noted
for the VOT stimuli also occurred for the Tone Onset Time (TOT) sounds. If RH
and bilateral category-like effects occurred for nonspeech stimuli containing com-
parable temporal delays to VOT, such effects might also be due to the temporal
nature of the acoustic cues rather than to their “speech” quality.

Molfese (1980a) recorded ERPs from 16 adults to the TOT sounds used by Pisoni
(1977) with onsets of 0, +20, +40, and +60 ms. An early ERP response at 145 ms
over both hemispheres and a second component centered at 330 ms over RH
electrode sites categorically discriminated the +0 and +20 ms TOT sounds from
the +40 and +60 ms sounds. In a study of three-year-old children, Molfese and
Molfese (1988) replicated the effects reported by Molfese (1980a) for both TOT
and VOT stimuli. Both stimulus sets produced identical RH responses, reinforcing
the conclusion that ERPs are indeed the result of responses to temporal structure
rather than to some general “speech” quality per se.

5.3.5 Hemisphere mechanisms involved in
processing VOT

Although RH discrimination of the VOT cue seems paradoxical in light of argu-
ments that language processes are carried out primarily by the LH, results from
lesion studies have addressed this concern. First, clinical studies of VOT involv-
ing stroke patients provide converging evidence that VOT is discriminated, if not
exclusively, then at least in part, by a RH component (for a review of this literat-
ure, see Molfese, Molfese, & Parsons, 1983). For example, Miceli et al. (1978) found
that a left-brain-damaged aphasic group made fewest errors with stimuli differ-
ing in voicing compared to errors in place of articulation contrasts. Blumstein,
Baker, and Goodglass (1977) also found fewer errors for voicing contrasts than for
place of articulation contrasts with LH-damaged Wernicke aphasics. Addition-
ally, Perecman and Kellar (1981), based on their own findings that LH-damaged
patients continue to match sounds on the basis of voicing but not place, speculated
that either hemisphere could process voicing contrasts but that the place of
articulation cue was more likely to be processed by only the LH. Second, the
electrophysiological studies of Molfese and his colleagues point to several re-
gions of the brain that appear responsive to voicing contrasts including the RH.

Three general findings have emerged from our ERP research on the perception
of VOT. First, ERPs systematically vary in response to differences in the temporal
delays common to voiced and voiceless stop consonants. Second, from at least
2 months of age, the infant’s brain appears to distinguish voiced from voiceless
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stop consonants in a categorical manner. In fact, even from birth it appears that
infants are highly sensitive to the temporal differences that separate voiced from
voiceless consonants in English (Simos & Molfese, 1997). Third, categorical dis-
crimination across different age groups appears to be mediated by multiple
processing mechanisms within the brain. This processing is initially reflected in
the region of the first large negative ERP component (N100) that engages the
auditory cortex within both hemispheres to discriminate voiced from voiceless
consonant sounds. Subsequently, a temporally disparate response occurs approx-
imately 300 ms later in adults and children (and up to 500 ms later in infants) that
appears to arise from brain processes within the right temporal lobe to make a
similar discrimination along phonetic category boundaries. The early emergence
of these processes in development suggests that the auditory mechanisms upon
which phonetic perception depends must be sensitive to these basic acoustic
properties early in life. Subsequently, as the brain develops and the complex
interactions occur with emerging cognitive functions and environmental interac-
tions, the linguistic functions incorporate and utilize these basic acoustic attributes
as the foundation for developing later phonetic skills.

5.4 Place of Articulation

Numerous studies with infants, children, and adults have also investigated the
ERP correlates of acoustic and phonetic cues important for the perception of
American English consonant place of articulation in stop consonants (Molfese,
1978a, 1980b; Molfese, Buhrke, & Wang, 1985; Molfese, Linnville et al., 1985;
Molfese & Molfese, 1979b, 1980, 1985; Molfese & Schmidt, 1983). As in the case of
VOT, ERP studies of place of articulation cues identified both lateralized and
bilateral hemisphere responses that discriminated between the different consonant
sounds. Some important differences were found, however, both in the develop-
ment of ERP responses to place of articulation cues and in the character of the
lateralized brain responses that distinguished the perception of these cues from
VOT.

5.4.1 Adult place of articulation: ERP studies

Wood, Goff, and Day (1971) published the first ERP study on the perception of
place of articulation contrasts. They compared the ERPs recorded in two identifi-
cation tasks. In one task, listeners indicated whether a /ba/ or /da/ syllable was
heard. In the second task, the listeners indicated whether they heard a /ba/-low
syllable with an initial fundamental frequency of 104 Hz or whether a /ba/-high
syllable with an initial fundamental frequency of 140 Hz was heard. Wood et al.
reported that ERPs over the LH varied only during the phonetic identification
task (see also Lawson & Galliard, 1981; Wood, 1975). However, Grabow et al.
(1980) failed to replicate these results, possibly because Wood et al. did not
control for baseline shifts in the background EEG.

In a related study, Molfese (1978a) recorded ERP responses from the left and
right temporal regions of ten adults in response to randomly ordered series of
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consonant-vowel syllables that varied in consonant place of articulation, band-
width, and phonetic transition quality. Changes in the place of articulation cue
signaled either the consonant /b/ or /g/. Bandwidth was manipulated in two
sets of stimuli: nonspeech sounds contained analogs of formants composed of
sinewaves 1 Hz in bandwidth, whereas a set of speech sounds contained formants
with speechlike bandwidths of 60, 90, and 120 Hz for formants 1 through 3. The
phonetic transition quality cue was also manipulated. One stimulus set contained
formant transitions that normally characterize human speech patterns while the
second set contained formant transitions atypical for consonant sounds in the
initial consonant position in human speech.

Two intervals of the auditory ERP that peaked at 70 and 300 ms following
stimulus onset discriminated consonant phonetic transition quality and place of
articulation only over the LH temporal electrode site. As in the case of Molfese
(1978b), who also used only a single LH temporal site, no bilateral place of
articulation discrimination was observed. Similar LH place of articulation dis-
crimination effects have since been found by Molfese (1980b) and Molfese &
Schmidt (1983), with the exception that for auditory ERP data collected from
more electrode recording sites over each hemisphere consistent discrimination
of the place of articulation cues were noted for both hemispheres (bilateral
effects). In another study employing natural and synthetic speech stimuli, Gelfer
(1987) replicated the lateralized and bilateral effects as well as the latencies of the
ERP effects reported earlier by Molfese and Schmidt (1983).

Several general findings from the adult studies of the perception of place of
articulation are notable. When multiple electrode sites are employed, bilateral
stimulus discrimination effects are found. Furthermore, these bilateral effects
invariably occur early in the waveform and prior to the onset of a lateralized
place of articulation discrimination response. This temporal sequence between
bilateral and lateralized effects was also found in the VOT discrimination studies
reviewed earlier. In addition to stimulus-related hemisphere effects, portions of
the ERPs were found to vary between hemispheres that are unrelated to stimulus,
task, or subject features. Apparently, during the discrimination process both hemi-
spheres initially discriminate between place of articulation and VOT at the same
time, approximately 100 ms following stimulus onset. Shortly afterwards, at
approximately 300 ms following stimulus onset, a second independent process in
the LH discriminates between differences in the place of articulation cue, while
the RH at approximately 400 ms discriminates the VOT cue. Finally, throughout
this time course and afterwards there are brief periods of activity during which
the two hemispheres are responding quite differently, which may be unrelated to
the auditory or phonetic discrimination of the stimuli.

Such temporal difference in response to nearly identical stimulus information
suggests different types of neural processing operations as information moves
through the nervous system and is utilized at different levels by the language
and cognitive systems. This conclusion receives additional support when one
considers the ERP components that reflect such changes. Variations in the initial
large negative peak (ie., N100 in adults) similar over both hemispheres are
generally believed to reflect sensory input into the temporal lobes that supports
initial primary auditory processing and some initial higher levels of processing.
In contrast, later occurring ERP components such as the P300 and the following
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N400 in adults that respond asymmetrically to the speech contrasts generally
reflect activation of a variety of temporal and frontal lobe functions associated
with more complex information processing. Given this scenario, it seems reason-
able to hypothesize that both hemispheres are initially engaged in processing the
acoustic signal as it first arrives from the auditory periphery. The later lateralized
processing might then reflect more advanced linguistic and cognitive processes
that utilize this acoustic information. The finding that the perception of some
speech cues may have a biological substrate in the temporal lobes (and more
specifically in the primary auditory projection areas within the temporal lobe
— Heschl’s gyrus) that supports initial processing and discrimination could
facilitate both the selection of such cues (VOT) as language relevant and aid
in the processing of that information (Kuhl, 1999; Kuhl & Miller, 1975; Kuhl &
Padden, 1982).

5.4.2 Place of articulation in children: ERP studies

Relatively few ERP studies have been conducted on the perception of place of
articulation in children. Generally, these studies have found that ERPs are able
to detect perceptual differences between consonant sounds varying in place of
articulation as well as small variations within a phoneme category. Kraus et al.
(1993a) compared ERPs elicited by synthesized speech stimuli in 16 school-aged
children (7-11 years) and 10 adults. They intermixed fewer repetitions of /da/
and /ga/ that contained different onset frequencies for the second and third
formant transitions into repetitions of the standard (more frequent) /ga/. MMN
discriminated between consonant sounds, and was larger in children than in
adults.

In another study, Kraus et al. (1993b) used ERPs to reveal the perceptual dis-
crimination of speech sounds that children or adults cannot discriminate using
standard behavioral paradigms. MMN was recorded from the Fz electrode placed
on the scalp of ten children, aged 7-11 years, and a group of adults while they
listened to synthesized speech variants of the voice stop consonant /da/ that
occurred 15% of the time within a group of standard /da/ presentations. Both
adults and children displayed a MMN effect for the deviant stimuli, indicating
that they were able to discriminate between speech variations that occurred within
a consonant category that could not be distinguished behaviorally.

5.4.3 Place of articulation in infants: ERP studies

Several studies have also been carried out to assess infants” ability to discriminate
speech sounds differing in place of articulation. The paradigms of choice included
equiprobable presentation (Molfese & Molfese, 1979b) and MMN (Dehaene-
Lambertz & Dehaene, 1994). The results indicate that newborns are sensitive to
place of articulation in stop consonants. This distinction is present at birth as well
as later in the infancy period.

Molfese and Molfese (1979b) conducted the earliest research investigating ERP
correlates of place of articulation perception in infants. Unlike the earlier findings
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for VOT, place of articulation discrimination in speech sounds was clearly present
from birth. In this study, ERPs were recorded from the left and right temporal
regions (T3 and T4) of 16 full-term newborn human infants within two days of
birth. Infants were presented series of consonant-vowel syllables that differed in
the second formant transition (F2, which signaled the place of articulation informa-
tion), and formant bandwidth. As with adults, one auditory ERP component that
appeared only over the LH recording site discriminated between the two con-
sonant sounds when they contained normal speech formant characteristics (peak
latency = 192 ms). A second region of the auditory ERP varied systematically
over both hemispheres and also discriminated between the two speechlike
consonant sounds (peak latency = 630 ms). Finally, the ERPs differed between
hemispheres at approximately 288 ms following stimulus onset. This hemisphere
difference occurred across all stimuli.

In a replication and extension, Molfese and Molfese (1985) presented a series of
consonant-vowel syllables that varied in place of articulation and formant struc-
ture to 16 newborn infants. Two different consonant sounds, /b/ and /g/, com-
bined with three different vowel sounds were presented using both speech or
nonspeech formant structures. ERPs were again recorded from the left and right
temporal regions (T3, T4). As in the case of Molfese and Molfese (1979b), analyses
identified two regions of the auditory ERP that discriminated place of articula-
tion contrasts. One region, with a peak latency of 168 ms, was detected only over
the LH site and discriminated between the two different consonant sounds.
Dehaene also noted LH responses in 2- to 4-month-old infants (Dehaene-Lambertz
& Dehaene, 1994; Dehaene-Lambertz, 2000). Molfese and Molfese (1985) also
reported that a second region with a peak latency of 664 ms discriminated this
place of articulation difference and was detected by electrodes placed over both
hemispheres.

In research with older infants, Dehaene-Lambertz and Dehaene (1994) exam-
ined discrimination of consonants varying in the place of articulation in 16 infants
aged 2 to 3 months. ERPs were obtained using a 58-electrode net in response to
simple CV syllables /ba/ and /ga/. The trials included four repetitions of the
same syllable followed by the fifth repetition of the same stimulus (standard) or
a different stimulus (deviant). The results indicated that infants discriminated
between the two types of trials around 390 ms after the critical stimulus onset.
Further, ERPs were larger over LH parietal areas as compared to the RH.

In another study, Dehaene-Lambertz (2000) used a similar paradigm to examine
the perception of speech and nonspeech stimuli in 16 infants of 4 months of age.
Stimuli included variations in place of articulation produced by male and female
speakers. ERPs obtained using a 64-channel net indicated that /ba/ was dis-
criminated from /ga/ between 320 and 400 ms over bilateral frontal and left
temporal regions. Male vs. female voices elicited different responses over frontal,
central, and occipital regions. Additional voice-related effects were present in
400-480 ms intervals at frontal and left occipital areas in both hemispheres.
Further, the LH generated large amplitudes for all stimulus types, leading the
authors to conclude that the LH has an advantage for processing speech informa-
tion. Thus, across all studies, ERPs successfully discriminated between place of
articulation differences. These effects appeared primarily but not exclusively over
LH electrode sites.
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5.4.4 Lateralized and bilateral brain responses

The relationship between lateralized and bilateral responses, although consistent
across studies, remains unclear. There is some support for an ontogenetic as
well as phylogenetic role in the development of the bilateral response after the
lateralized responses (Molfese, Laughlin et al., 1986; Molfese, Molfese et al., 2002).
There also appear to be consistent patterns of brain responses to speech cues
from infancy into adulthood. For example, Molfese and Molfese (1980) noted the
presence of only LH lateralized responses in 11 preterm infants born on average
35.9 weeks post-conception. Stimuli identical to those employed in Molfese (1978a)
with adults were presented to these infants while ERPs were recorded from the
LH (T3) and RH (T4) temporal regions. As found with the full-term infants
(Molfese & Molfese, 1979a), a portion of the auditory ERP recorded over the LH
discriminated between speech stimuli containing different consonant transition
cues. Another auditory ERP component responded differently to speech versus
nonspeech formant structures.

Interestingly, the lateralized effect noted for these infants for the place of
articulation cue occurred before that for the bilateral effect, a finding opposite to
that noted for adults. However, the reversal of the temporal relationship between
the bilateral and lateralized responses appears to be a legitimate one, given that
virtually identical results were found by Molfese and Molfese (1985) and Molfese
and Molfese (1979b) with different populations of infants and different place of
articulation stimulus sets. This temporal pattern of initial lateralized responses
followed by bilateral responses is opposite to that noted previously for both VOT
and place of articulation cues for adults as well as that found for infants exposed
to changes in the VOT/temporal cue. These ERP differences suggest that differ-
ent neural mechanisms support the perception and discrimination of VOT and
place of articulation.

Data from nonhuman studies offer some additional insight into the role that
these bilateral and lateralized responses play in the perception of speech cues
and their ultimate contribution to language processing. Two separate studies
with one-year-old infant rhesus monkeys, one investigating place of articulation
perception (Molfese, Laughlin et al., 1986), and a second studying VOT (Morse
et al., 1987), found left and right lateralized categorical discrimination responses,
respectively, but no bilateral responses. A VOT discrimination study with two
breeds of dogs, 2-month-old collies and beagles, also noted a RH lateralized cat-
egorical discrimination response but no bilateral responses (Adams, Molfese, &
Betz, 1987). Given the absence of the bilateral response in nonhuman primates
and other mammals, it is conceivable that the bilateral response differentiates
humans from other mammals in the discrimination of speech contrasts, not, as
usually argued, the uniquely lateralized LH mechanisms in the human brain
(Lenneberg, 1967, p. 67).

5.5 Vowel Perception

ERP correlates of vowel perception also have been studied across the life span,
more often using the MMN paradigm and less frequently the equal probability
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paradigm. Vowel sounds generally reflect articulation during a steady-state mode
where vocal tract dimensions are maintained for some time period before changes
occur as transitions are made to other vowel or consonant sounds.

In general, ERP studies of vowel perception support several conclusions: (1)
perception appears to occur early in speech processing, but is not localized to one
specific scalp region, producing different ERP scalp distributions than either VOT
or place of articulation cues (Molfese & Erwin, 1981); (2) no single localized brain
region subserves vowel detection, a point that fits with the notion that vowels are
determined by complex relational acoustic cues (Lieberman & Blumstein, 1988);
(3) between and within category perception occurs in early vowel processing,
suggesting that the pre-attentive discrimination processes responsible for MMN
are sensitive to both acoustic and phonetic properties (Aaltonen et al., 1987;
Naatanen et al., 1997); (4) unlike findings from VOT and place of articulation,
no hemisphere effects were found to interact with vowel identification (Molfese
& Erwin, 1981), a finding consistent with behavioral studies (Blumstein et al.,
1977); (5) MMN latencies decrease with age; (6) MMN amplitude for vowel sounds
appears larger (Csépe, 1995) or of equal size (Csépe, 1995) in infants (Cheour
et al., 1997) or children compared to adults; (7) variations in MMN amplitude do
not map directly onto changes in other ERP components, suggesting that different
cortical and cognitive mechanisms produce variations in MMN vs. N2 and N4
components (see Pang & Taylor, 2000).

5.6 Use of ERPs in Speech Perception to Predict
Language Outcomes

A number of electrophysiological studies conducted over the past three decades
have been successful in predicting later language development based on neonatal
evoked response potential to speech sounds. If outcomes can be predicted from
tests conducted early in development, the opportunity for initiating interventions
could be pushed back to a much earlier developmental period thereby allowing
clinicians more time to intervene with the affected child. Such early interventions
could conceivably offer the opportunity to intervene and mitigate or even eliminate
a disorder before it could seriously impact the child’s development. Initial studies
that restricted analyses of the visually elicited ERP to a light flash to a single early
peak in the brainwave (usually the latency of the N1 component at approximately
146 ms) reported some success in short-term prediction, but failed to find a long-
term relationship after 12 months of age (Butler & Engel, 1969; Engel & Fay, 1972;
Engel & Henderson, 1973; Henderson & Engel, 1974; Jensen & Engel, 1971).
Despite the failure of early attempts, more recent findings suggest that rela-
tionships might in fact exist (Molfese, 1989, 2000; Molfese & Molfese, 1985,
1997; Molfese & Searock, 1986). This difference in success between studies reflects
a number of differences in methodology and experimental design. First, while
the relationship of the photic flashes used by earlier investigators to subsequent
language skills is not known, some data are available suggesting that speech
perception is directly related to language development. Since predictors of
successful performance are generally better if they measure predicted skills, the
inclusion of more language relevant materials as the evoking stimuli logically
should increase the predictive accuracy for later language skills. Second, the
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frequency range of the evoked potential studied by current investigators includes
a lower range of frequencies (below 2 Hz) than those employed by earlier invest-
igators. Given that approximately 95% of the brainwave frequencies characteriz-
ing the evoked potentials of very young infants are concentrated below 2 Hz,
such a strategy utilizes a much higher percentage of the neonate’s brainwave
activity, thereby increasing the likelihood of identifying relevant components
related to later language skills. Third, more recent investigations analyze longer
portions of the ERP waveform while previous researchers confined their analysis
to a single peak of short duration in the waveform. Molfese & Molfese (1997)
have argued that if all data collected are analyzed instead of only a small subset,
the likelihood of identifying a relationship between early brain responses and
later development should be improved. Considered together, these differences
in measures and stimuli across studies could be responsible for the improved
success of more recent studies in different laboratories using auditory ERPs
recorded at birth to predict later cognitive and language functioning.

In a series of studies, Molfese and Molfese (1979a, 1985, 1988, 1997) first isolated
and identified lateralized components of the ERP that are related to long-term
language outcomes. In fact, other theoreticians historically speculated that the
absence of hemispheric or lateralized differences in a child indicates that the
child is at risk for certain cognitive or language disabilities (Travis, 1931). Three
decades later Lenneberg (1967) proposed that lateralization is a biological sign of
language. Such views advanced the notion that hemisphere differences in the
perception of speech sounds are predictive of later language development. In
sharp contrast to this view, Molfese and Molfese (1985) argued that predictions
concerning later performance are enhanced only when specific speech perception
processing capacities are lateralized. Hemisphere differences per se were not
expected to predict later language outcomes.

Molfese and Molfese (1985) first established the validity of a variety of speech
perception factors as predictors of long-term outcomes in language development
from ERP measures taken shortly after birth. They recorded ERPs in response to
different consonant and vowel contrasts from 16 infants using electrodes placed
over the left and right temporal areas (T3 and T4) at birth and again at six-month
intervals until the child’s third birthday. Information was also obtained for a
variety of prenatal and perinatal factors, IQ and language measures, and a range
of SES and parental factors.

Analyses indicated that ERPs recorded at birth identified children who
performed better or worse on language tasks by 3 years of age. Two ERP com-
ponents were identified. An initial negative peak (N1) that occurred between 88
and 240 ms over LH electrodes reliably discriminated children whose McCarthy
Verbal Index scores were above 50 (the High group) from those with lower
scores (i.e., the Low group). The Low group failed to display such lateralized
discrimination for either the speech or the nonspeech sounds. A second com-
ponent of the ERP with a late negative peak latency of 664 ms also discriminated
High from Low groups. Unlike the earlier component, however, the second com-
ponent occurred across both hemispheres and, consequently, reflected bilateral
activity. While the second component discriminated speech from nonspeech
stimuli, its ability to discriminate between specific consonant sounds depended
on which vowel followed the consonant. Hemispheric differences alone did not
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discriminate between infants who later developed better or poorer language skills.
Furthermore, given that the ERP components discriminating between the two
groups were sensitive to different speech and nonspeech contrasts, it appears
that the ERPs reflected the infants” sensitivity to specific language-related cues
rather than the overall readiness of the brain to respond to any general stimulus
in its environment.

In additional analyses, Molfese and Molfese (1986) applied a stepwise multi-
ple regression model in which Peabody Picture Vocabulary Test (PPVT) and
McCarthy Verbal Index scores served as dependent variables while the ERP com-
ponents obtained at birth that best discriminated the different consonant sounds
from Molfese and Molfese (1985) were used as the independent variables. This
model accounted for 78% of the total variance in predicting McCarthy scores from
the brain responses, whereas 69% of the variance was accounted for in predicting
PPVT scores (Molfese, 1989). Clearly, a strong relation exists between early ERP
discrimination of speech sounds and later language skills. Interestingly, the
inclusion of perinatal measures and Brazelton scores improved the amount of
variance by less than 3%, reinforcing the proposal that brain responses are more
robust than behavior in predicting developmental outcomes.

Molfese and Searock (1986) extended the predictive relationship between early
ERP activity and emerging language skills at 3 years to include discrimination of
vowel sounds. Infants who discriminated between more vowel sounds at 1 year
of age performed better on language tasks at 3 years. Thus, ERPs at birth as well
as at 1 year successfully predict language performance at 3 years. Molfese (1989)
replicated these findings using a different sample of infants, different electrode
placements, and different statistical approaches. ERPs were recorded at birth
from frontal, temporal, and parietal scalp areas over the LH and RH of 30 infants
in response to the speech syllables /bi/ and /gi/ and their nonspeech analogues.
Discriminant function procedures used the ERP components identified by Molfese
and Molfese (1985) to successfully classify 68.6% of the HIGH group performers
and 69.7% of the LOW group. Thus, predictors identified in one sample of infants
were successfully used to correctly classify a second group of infants in terms of
their later language skills.

More recently, Molfese and Molfese (1997) reported that the relationship
between early neonatal ERPs and later language performance measures con-
tinues into the elementary school years. ERPs were recorded from 71 full term,
newborn infants, in response to nine consonant-vowel syllables that combined
each of the initial consonants, /b, d, g/ with a following vowel, either /a, i, u/.
Electrode sites and recording procedures were identical to Molfese (1989).
Although there were no differences between groups in prenatal, perinatal, and
SES measures, analyses indicated high accuracy ranging from 89% to 97% in
classifying children’s performance on Stanford-Binet verbal scores at 5 years of
age based on their neonatal ERPs to speech.

A subsequent study by Molfese (2000) reported that neonatal ERPs can predict
reading skills up to 8 years later. Auditory ERPs were recorded from LH and
RH frontal, temporal, and parietal scalp regions of these 48 children during the
newborn period to /bi/ and /gi/ and nonspeech homologues of these sounds.
All of the children were also tested within two weeks of their eighth birthday
using a variety of language and cognitive measures. By 8 years of age this group
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included 17 dyslexics, 7 poor readers, and 24 controls matched on the basis of 1Q,
reading scores, and SES factors (Wechsler, 1991, WISC-3; Wilkinson, 1993, WRAT).
The peak latencies and amplitudes from the ERP regions earlier identified by
Molfese and Molfese (1985) were the dependent measures in a discriminant func-
tion analysis used to classify the children’s reading performance at 8 years. In
general, results indicated faster latencies for the control children in comparison
to the dyslexic and poor reading groups as well as larger N1 amplitudes for the
control infants while the N2 amplitudes were larger in the dyslexic and poor
reading groups. The poor reading group also generated a larger P2 amplitude
response. Analyses correctly classified 81.3% of the children at 8 years of age.
These data extend findings previously reporting strong relationships in reading
and language between neonatal speech discrimination and verbal performance
measures at 3 and 5 years, indicating a strong relationship between infants’ ability
to discriminate speech sounds and later language and reading performance
(Guttorm et al., submitted; Lyytinen et al., 2003).

5.6.1 Why are ERPs predictive of language
development?

The obvious question arising from these results is why any measure, behavioral
or brain, should discriminate developmental outcomes over a large age range
with such high precision. Are human accomplishments predetermined from birth?
Are genetic factors so potent that they all but force certain developmental out-
comes despite the influence of environmental factors? Molfese and Molfese (1997)
suggested that these data reflect the state of an underlying perceptual mechan-
ism upon which some aspects of later developing and emerging verbal and
cognitive processes are based. As a result of genetic and gestational factors, the
prenatal organism develops a set of perceptual abilities that are highly respons-
ive to environmental variations. For most individuals, these perceptual abilities
readily enable us to discriminate stimuli within our environment in quite similar
ways. For others, however, aspects of these perceptual skills may not respond to
environmental elements in the same way. It is these fundamental differences in
perceptual skills that set the stage for early detection of responses that influence
later language development outcomes.

Numerous studies from other laboratories also support this interpretation.
For example, Kraus et al. (1996) tested 90 control (6-15 years) and 91 learning
disabled children (LD). The latter group was diagnosed clinically as LD, Attention
Deficit Disordered, or both. All had normal IQ scores greater than 85, although
the normal children differed from those with LD on listening comprehension,
visual processing speed, reading, spelling, and word auditory memory. Kraus
et al. presented two sets of synthesized consonant-vowel syllables. MMN results
indicated more robust MMN responses for the able perceivers while the poor
perceivers did not generate such clear responses. Kraus et al. concluded that an
auditory processing deficit contributed to these formant frequency discrimination
difficulties in these children.

Using a different paradigm, Kraus et al. found that children who differed in
language related skills also generated different ERP responses. Similar results
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were published by a number of investigators using the MMN paradigm and a
variety of speech sound contrasts (Cheour et al., 1997; Kraus et al., 1996).

The argument that developmentally early differences in the perceptual sub-
strate underlying speech perception and spoken language processing play a role
in later language development is developed further using VOT as an example.
As noted earlier, VOT is a perceptual cue utilized to discriminate voiced from
voiceless stop consonants. American English speakers display a perceptual bound-
ary that allows them to normally discriminate voiced stop consonants (e.g., /b, d,
g/) from voiceless stop consonants (e.g., /p, t, k/) (Liberman et al., 1967; Stevens
& Klatt, 1974). The discrimination and identification of consonant sounds vary-
ing in voicing suggests that this cue is perceptually based and utilizes the tem-
poral lag between the release of the occlusion of the vocal tract and the onset of
laryngeal pulsing (i.e., vocal fold vibration). Even 1-month-old infants discrimin-
ate voiced from voiceless stop consonants in ways that are fundamentally similar
to those of adult language users (Eimas et al., 1971). This ability to discriminate
between speech sounds with certain temporal delays is not limited to humans
(Kuhl & Miller, 1975; Morse, 1976).

However, what happens if auditory sensitivity to an acoustic boundary such as
VOT is shifted away from the usual category boundary for a native American
English-speaking child? A shift of only +20 ms results in the infant hearing only
one consonant sound across a range heard by most listeners as two different
speech sounds. The voiced and voiceless bilabial stop consonants produced by
the parent would be heard as the same consonant. The infant whose perceptual
boundary had shifted from +30 ms to +50 ms would only hear the word “big,”
instead of the words “big” and “pig.” As a consequence, the child’s language
environment appears less differentiated phonetically and the infant’s ability to
map from sound differences (/b/ vs. /p/) to word meaning differences (“big”
vs. “pig”) is impaired. Since half of the consonant sounds in American English
are voiced, the potential exists that the infant would experience other voiced vs.
voiceless confusions as well. An even more difficult scenario is one where the
acoustic boundary is shifted only +10 ms, thereby impairing the perception of
some consonant sounds (and consequently word perception) but not others,
making it more difficult to diagnose. Such shifts could differentially affect differ-
ent consonant sounds in the same word depending on coarticulated information,
further confusing the child.

All of these factors could make the task of mapping from phonetic contrasts to
word meaning a much more formidable one (see Houston, this volume). In the
meantime, infants with normally developed auditory systems can accurately dis-
criminate relevant phonetic cues to readily hear phonetic contrasts between words
(e.g., “big” and “pig”) in their language environment and go on to develop differ-
ent semantic links to characterize these different sounding words. Since the task
for normally hearing infants is not as formidable because of their ability to hear
the voicing differences, these infants can use their resources to advance in other
cognitive areas. This gives them an advantage over infants with possible auditory
resolution problems who continue to try sorting out what they perceive as aud-
itory ambiguities. Added to these tasks facing phonetically impaired infants and
young children are the influences of the early sensory and linguistic environment
that can vary in its adequacy for meeting cognitive and language needs. Parents
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and other caretakers may differ in the time and expertise needed to stimulate
linguistic development or promote academic-related skills through the provision
of materials and provide a physical environment that is enriching (Hart & Risley,
1995; Molfese & Thompson, 1985; Molfese, DiLalla, & Bunce, 1997). A less stimulat-
ing language-learning environment may provide fewer opportunities to acquire
additional cues to help the child recognize that they do not perceive their environ-
ment correctly, thereby making their disability even more difficult to overcome.

5.7 Summary and Conclusions

Over the past three decades neuroscientists have used a variety of electrophysio-
logical techniques and a number of different experimental paradigms to invest-
igate the role of the brain in speech perception. The rich behavioral work on the
perception of speech cues certainly facilitated this development, providing a solid
theoretical and methodological framework for such investigations. As discussed
in this chapter, the ERP has proved to be a reliable neurobiological correlate of
speech perception across the life span, permitting comparisons between infants,
children, and adults. Over this period of time, the research questions have matured
from the initial questions regarding whether ERP measures could simply dis-
criminate speech from nonspeech sounds to investigating parallels between
findings from ERP and the behavioral literature regarding the perception of spe-
cific speech cues. Methodological advances including the use of MMN and equal
probability approaches further advanced the study of the neural processing
of speech cues, adding to our understanding of speech perception and spoken
language understanding. The convergence of ERP findings on speech perception
across populations and paradigms has been exceptional. As other methodologies
develop for the study of real-time brain processing such as high-density array
ERP techniques (Molfese, Molfese et al., 2002) and these techniques are merged
with techniques that identify functional brain areas involved in speech percep-
tion and language processes, new and exciting vistas will emerge.

As the last millennium drew to a close, investigators began to address questions
regarding the consequence of speech perception processes that appeared so early
in development. Clearly, some of the phonological skills that are important for
analyzing sound patterns in spoken words are present at or near birth and others
develop in infancy. Young infants discriminate between speech sounds that con-
tain phonetic contrasts characteristic of their language environments and also
display sensitivity to phonetic contrasts that are characteristic of other languages
(Eilers, Wilson, & Moore, 1977; Eimas et al.,, 1971, Molfese & Molfese, 1979a;
Molfese, 2000). This sensitivity changes in later infancy toward increased atten-
tion to speech contrasts unique to the infant’s language environment, a change
that appears to facilitate language acquisition. Preschool children develop the
ability to segment spoken monosyllabic words into onsets and rimes and are
able to play nursery rhyme games (Vellutino & Scanlon, 1987). Children also
learn to segment polysyllabic words into syllables as they approach kindergarten
age and monosyllabic words into phonemes around first grade (Liberman et al.,
1967). Over the past decade, numerous findings have emerged suggesting that
phonological processing skills are fundamental to language development and the
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acquisition of reading (Brady, 1991; Catts et al., 1999; Wagner, Torgesen, &
Rashotte, 1994). Other studies have uncovered links between neural measures
of speech sound discrimination in infancy and later language related outcomes.
With these findings on the neural correlates of speech perception and new
behavioral methods for assessment and intervention, future generations could
realize enormous benefits from the elimination of deficits such as reading and
learning disabilities.
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6 Features in Speech
Perception and
Lexical Access

KENNETH N. STEVENS

6.1 Introduction

In the model of human speech perception to be described in this chapter, our
concern is with the process by which human listeners are able to extract word
sequences from running speech. It is assumed that there is a lexicon in which
some representation of words in the language is stored. There is an initial process-
ing of the speech signal by the peripheral auditory system — processing that is the
same whether the signal is speech or nonspeech sounds. This initial peripheral
transformation is followed by a type of processing that is specific to speech and
language. This speech-specific processing provides sufficient information about the
phonetic categories to permit access to the lexicon, resulting in a postulated word
sequence. In this chapter, the focus is primarily on the parts of this sequence that
are specifically related to the aspect of lexical access that is derived from processing
of the acoustic signal, and not on the use of syntax and semantics in this process.

We assume that words are represented in the memory of speakers and listeners
in terms of sequences of segments, each of which consists of a bundle of binary
distinctive features (Jakobson, 1928). There is a universal set of such features. In
any given language there is a subset of these features that are distinctive in the
sense that changing the value of one such feature in a segment in a word can
potentially create a different word. A pair of words that differ only in one feature
in any one of the segments is called a minimal pair. Examples are the pairs
pat/bat, bait/bet, and pat/pad, where the feature that generates the minimal pair
is in the initial consonant, the vowel, and the final consonant, respectively. The
mental representation of a word also consists of a specification of its syllable
structure and, in the case of words with more than one syllable, the assignment
of stress. The lexicon contains a variety of other information that is not of concern
here, such as syntactic and semantic features.

In this chapter, evidence for a universal set of distinctive features is reviewed,
and some of the features that are used distinctively in English are listed, together
with the defining articulatory and acoustic correlates of these features. The repres-
entation of words in terms of segments (or bundles of features) and syllable
structure is illustrated. Examples of the spectrographic representations for some
words and word sequences in English are given. Some of these examples show
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variability in the acoustic patterns for words spoken casually. Variability in the
acoustic manifestation of some features is shown to arise from the introduction of
articulatory gestures to enhance the perceptual contrast for the features and from
overlap of gestures from adjacent segments. Finally, a model of the process of
identification of words in running speech is proposed. In this model, listeners
retrieve the underlying distinctive features based on the extraction of acoustic
cues related to the overlapping articulatory gestures that are implemented by the
speaker. Contact is then made with the lexicon, which is represented by the same
features.

6.2 Evidence for Distinctive Features

We take the view that the universal features in terms of which words are repres-
ented in memory have their origin in the physical properties of the human speech
production system as a generator of sounds and the properties of the perceptual
system as a receiver of these sounds (Stevens, 1972, 1989). The structures that are
controlled by speakers, and the states of these structures when they produce
speech, appear at first glance to be capable of being varied through a continuous
range, although there are endpoints in these movements as the structures come
in contact with fixed surfaces or as the displacements reach the ends of their
ranges. However, for various reasons to be discussed, the acoustic and percep-
tual consequences of these movements can exhibit categorical effects. That is, as
an articulatory structure is displaced through a range of positions or configura-
tions, the relation between the resulting acoustic properties and the articulatory
displacement is either discontinuous or shows a maximum or minimum. Within
a particular region of articulatory space, the acoustic properties are relatively
insensitive to articulatory changes, whereas when the articulation strays outside
of this region there are abrupt changes in the acoustic properties. Corresponding
to these acoustic changes there are distinctive changes in the perception of the
sound. Thus the articulatory system for generating speech can be regarded as a
generator of sounds that lead to categorical acoustic and perceptual properties.

We review next some examples of the features, showing the quantal nature of
the articulatory/acoustic/perceptual relations that define them. (See also Stevens,
1972, 1989.)

1 When a sufficiently narrow constriction is produced in the airway by an arti-
culator in the oral cavity, and if the velopharyngeal port is closed, there is
a significant increase in pressure in the vocal tract behind this constriction.
There are two acoustic consequences of this action: (a) a rather abrupt reduc-
tion in amplitude of vocal-fold vibration or a cessation of vibration because
of the reduced transglottal pressure, and (b) generation of turbulence noise
in the vicinity of the constriction, either continuous noise (if the constriction
remains narrow) or a burst of noise (if the oral closure is complete, and is
subsequently released). This articulatory action defines the feature [-sonorant]
for consonants.

2 In the case of segments that are [-sonorant], continued vocal-fold vibration
may be either facilitated or inhibited depending on the stiffness or slackness
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of the vocal folds. This articulatory action is the basis for the feature [stiff
vocal folds] (Halle & Stevens, 1971; Stevens, 1977; Titze, 1992).

Also for [-sonorant] consonants, a clear distinction can be made, acoustically
and perceptually, between those consonants produced with a complete closure
and abrupt amplitude decrease and increase at the times of closure and release
([-continuant]) and those produced with a continuing narrow constriction
and continuous turbulence noise ([+continuant]).

Within the class of [+continuant] consonants, the articulator producing the
constriction can be shaped to produce an air jet that impinges on an obstacle
(such as the lower incisors) somewhat downstream from the constriction,
resulting in a noise source that is effective in creating strong excitation of the
natural frequencies of the acoustic cavity anterior to the constriction. The
resulting sound output has a substantially greater amplitude than the con-
trasting articulation for which there is no such obstacle with an impinging
air jet or the obstacle is close to the constriction (Stevens, 1998). The feature
defined by these articulatory actions is [strident].

In the case of consonants, the constriction that forms the consonant can be the
lips, the tongue blade, or the tongue body, and the position and shape of each
of these articulators can be manipulated. A consequence of these various
places of articulation is that there are distinctive shapes and lengths of the
acoustic cavity anterior to the constriction. These front-cavity shapes result in
particular natural frequencies being excited by the acoustic sources due to
turbulence in the air stream. Examples are the fricative consonants /s/ and
/J/, both of which are produced with the tongue blade. With a more anterior
placement (for /s/) the front-cavity resonance is usually in the range of F4 to
F6 (i.e., the fourth to the sixth natural frequencies of the vocal tract), whereas
for the more posterior placement, the natural frequency of the anterior por-
tion of the vocal tract is F3 (Fant, 1960; Stevens, 1998). These two placements,
then, give acoustic and perceptual results that are distinctively different. The
feature in this case is [+anterior] for /s/ and [-anterior] for /f/.

Vowels are normally produced with a source at the glottis, and with the tongue
body shaped to create a single passage from glottis to lips that has no side
branches. Different vowels are generated by manipulating the tongue body in
the front-back direction or in the high-low direction. The natural frequencies
of the vocal tract (particularly F1 and F2) change in consistent ways as the
tongue body is displaced. In the case of front-back movement, the frequency
of F2 is the principal acoustic correlate, with F2 being high when the tongue
body is fronted and low when the tongue body is backed. For front vowels
F2 is normally constrained to be above the second natural frequency of the
subglottal system, thus avoiding generating a vowel for which the F2 promin-
ence is perturbed by acoustic coupling to the subglottal resonance. For similar
reasons, F2 is normally constrained to be below the frequency of this subglottal
resonance for back vowels (Stevens, 1998). In the case of front vowels, which
have the higher value of F2, and are therefore closer to F3, listener responses
to this F2-F3 combination are qualitatively different from the responses when
F2 is lower (Carlson, Granstrom, & Fant, 1970; Chistovich & Lublinskaya,
1979; Syrdal & Gopal, 1986). Thus there is both acoustic and perceptual moti-
vation for the feature [back] for vowels.
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These examples illustrate some of the articulatory/acoustic/perceptual rela-
tions that underlie the various distinctive features that form a universal set. Many
other examples could be given. Acoustic and perceptual properties of the type
listed here form the basis for a set of categories or features in terms of which the
sounds of language are organized. In the examples given above, each distinctive
feature is grounded in a particular acoustical/perceptual consequence. Similar
“defining” attributes are assumed to exist for all of the universal set of distinct-
ive features. When some features are implemented in running speech, however,
additional articulatory and acoustic attributes may be introduced in certain con-
texts through action of articulators other than the defining ones. These actions
appear to be introduced in order to enhance the perceptual contrast carried by
the basic or defining gestures. This concept of enhancing gestures is discussed
further in Sections 6.5 and 6.6. In Section 6.6 it is also noted that the defining
gestures and their acoustic correlates for the features of a segment may be weak-
ened or even obliterated due to overlap of gestures from adjacent segments or to
prosodic influences.

Indirect evidence for the role of distinctive features in speech perception comes
from experiments that examine consonant confusions made by listeners when
they identify the consonants in consonant-vowel syllables in noise and with band-
pass filtering (Miller & Nicely, 1955). The results of these experiments show that
the patterns of confusions are organized along featural lines. In the presence of
noise and certain types of band-pass filtering, some features are poorly identified
while others are robust. Miller and Nicely suggest that the perception of any one
feature is somewhat independent of the perception of the other features, as though
separate channels are involved in the perception of the different features.

The distinctive features also play a fundamental role in the phonological rules
that are part of the knowledge possessed by speakers of a language. The discov-
ery that speech sounds are complexes of features can be credited to the Russian
linguists R. Jakobson and N. Trubetzkoy (see Jakobson, 1928). The first attempt
to provide a connection between these features and acoustic theories of speech
production was made in 1952 by Jakobson, Fant, and Halle. Chomsky and Halle
(1968) proposed a revision of the inventory of distinctive features some years
later. Chomsky and Halle also compiled a number of rules involving distinctive
features — rules that capture phonological patterns observed in English.

6.3 Inventories of Features

The distinctive features appear to be of two kinds: articulator-free features and
articulator-bound features (Halle, 1992). Features in either set have their origin in
particular articulatory actions that give rise to basic acoustic and perceptual attri-
butes. In the case of articulator-free features, the articulatory actions are classified
in terms of the type of constriction or narrowing that is produced in the vocal
tract, without specifying which articulator is creating the constriction. Examples
are the features [sonorant], [continuant], and [strident] for consonants, discussed
above. Articulator-bound features, on the other hand, specify which articulator
forms the constriction, how that articulator is shaped or positioned, and the actions
of other articulators which do not themselves create the constriction but which
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Table 6.1 Articulator-free features for some consonants in English

t, d S, z 6,0 n
continuant — + + _
sonorant - - - +
strident + _

influence the acoustic pattern that emerges when the constriction is formed. The
features [anterior] and [back] discussed above are examples of articulator-bound
features.

Thus for the initial consonant in the word mat, the fact that no pressure is built
up in the oral cavity is expressed by an articulator-free feature ([+sonorant]
in this case). The fact that this closure is made by the lips is captured by the fea-
ture [+lips]. Over the time interval within this closure, and also extending beyond
this lip closure, a velopharyngeal opening is created, providing evidence for
the feature [+nasal] which is included in the bundle of features for /m/. The
velopharyngeal opening gesture, however, is not a direct cause of the action
that a complete closure was made in the oral cavity, although it influences the
acoustic properties in the vicinity of the labial closure and release. As another
example, an articulator-free feature for the initial consonant in the word zoo is
[+continuant], and the articulator that forms the narrowing in the oral cavity is
identified by the feature [+tongue blade]. The state of the vocal folds, described
here by [-stiff vocal folds] is not involved in forming the type of constriction
that is mandated by [+continuant], but it has an influence on certain acoustic
properties near the fricative closure and release.

The basic articulator-free features can be described simply as [vowel],
[consonant], and [glide], with further subdivision of [+consonant] segments into
the features [continuant], [sonorant], and [strident], which classify consonants
as stops, strident fricatives, nonstrident fricatives, and sonorant consonants.
Examples of this classification are shown in Table 6.1. The feature [strident] is
only distinctive for [+continuant] segments, and [sonorant] is distinctive only for
[-continuant] segments. It is suggested that the defining acoustic correlate for
vowels is a maximum in the low-frequency spectrum amplitude; for glides there
is a minimum in low-frequency amplitude without a spectrum discontinuity;
and for consonants there is an abrupt spectrum discontinuity at the time the
constriction for the consonant is formed and again at the time it is released. This
discontinuity takes different forms depending on the features [continuant],
[sonorant], and [strident]. Thus the presence of a vowel, a glide, or a consonant is
specified in the signal by acoustic landmarks. The occurrence of a maximum or
minimum in low-frequency amplitude is a landmark that signals the presence of
a vowel or a glide, and an acoustic measure of abruptness in amplitude change in
different frequency bands is a landmark indicating the presence of a consonant
closure or release.

For an articulator-bound feature, the defining articulatory correlate identifies
which articulator produces the action, together with the state or positioning of that
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Table 6.2 Listing of articulator-free features, articulators, and articulator-
bound features for some consonants in English

b d g p f s z S m l

continuant - - - - + + + + - —
sonorant - - - - + +
strident + + +

1ipS + + + +
tongue blade + + + + +
tongue body +
round - _ _ _
anterior + + + _ +
lateral _ +
low _
back +
nasal + _
stiff vocal folds | — - - + + + - +

articulator. The acoustic pattern that results from this action is manifested in the
speech signal in the general vicinity of the acoustic landmark that is generated
from the articulator-free features for the segment.

In the case of the consonants, there are two kinds of articulator-bound features,
as noted above: features specifying the active or primary articulator that forms
the constriction and the acoustic discontinuity, and features specifying actions of
other articulators that influence or modulate the acoustic properties in the vicinity
of the landmarks. A listing of the articulator-free and articulator-bound features
for some consonants in English is given in Table 6.2. The first three features in the
table are the articulator-free features. The next three features identify the articul-
ator that produces the constriction for the consonant. The features [anterior] and
[lateral] apply only to tongue-blade consonants, and specify how the tongue blade
is to be positioned and shaped. The tongue-body features [high], [low], and [back]
apply only to velar consonants, for which the articulator forming the constriction
is the tongue body. (Velar consonants are always [+high] and [+back] in English.)
The feature [nasal] applies to sonorant consonants. And the feature [stiff vocal
folds] (for [-sonorant] consonants) indicates whether or not a consonant is voiced.
These last two features specify the actions of articulators that are not the primary
articulators for consonants.

Features for some vowels and glides in English are listed in Table 6.3. The fea-
tures specifying tongue-body position are [high], [low], and [back]. Each of these
features has a defining acoustic correlate that describes the formant pattern in the
vicinity of the vowel landmark in terms of the relations of the formant frequencies
to each other and to a pattern that is speaker-dependent. Additional features
that modulate these basic tongue-body features are [round], which specifies lip
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Table 6.3 Listing of the features for some vowels and glides in English

i € ® a A u w j h aj
high + - - - - + + + —+
low - - + + - - - - +-
back - - - + + + + - +-
round - - + +
tense + - - + + + +
spread glottis - - +

rounding, and [tense], which specifies the articulatory state in the pharyngeal
region. Articulator-bound features for glides include tongue-body features (in
the case of /w/ and /j/), and [spread glottis] for /h/.

6.4 Lexical Representation

It is proposed that a speaker/listener for a language is equipped with a lexicon of
words, each of which is represented in memory as a sequence of bundles of dis-
tinctive features. Examples of this representation for the words sudden and help
are shown in Table 6.4. At the top of the table a representation of the syllable
structure for each word is displayed (cf. Clements & Keyser, 1983). Each syllable
is represented by a tree with ¢ (for syllable) at the top node, the syllable onset
(0) on the left branch and the rime (r) at the right branch. The rime can be fur-
ther divided into syllable nucleus and coda. When a speaker plans an utterance,
it is assumed that at some stage in the planning process there is a representa-
tion of the utterance in terms of sequences of lexical items of the type illustrated
in Table 6.4, together with the syllable structure and other prosodic markers of
prominence and of phrase boundaries.

Two features identified as [stressed] and [reducible] are included in the repres-
entation of syllabic nuclei. These features indicate whether a syllable is lexically
stressed and also mark syllables that can potentially be reduced. A full set of
features is specified for vowels marked as [reducible]. When a vowel is reduced,
however, these features are not contrastive. It can happen that a normally
reduced vowel can be spoken with emphasis, in which case the features for the
vowel need to be specified. Also, a normally reduced vowel can become stressed
when certain affixes are applied to the word and the underlying vowel features
come to the surface. An example is the second vowel in the words photograph
(reduced) and photography (stressed).

The matrix of features for a given word has many blanks or unspecified values.
There are a number of cases where, in a given language, a particular feature is
redundant, in the sense that its value as + or — is predictable from the other features.
For example, a [+continuant] consonant in English is redundantly [-sonorant].
Or, a vowel that is [-back] does not have to be specified for the feature [round].
If the articulator-free features are known, the number of articulator-bound features
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Table 6.4 Lexical representations for the words sudden and help (The syllable
structure of each word is schematized at the top: ¢ = syllable, o = onset,

r = rime)

c

vowel + + +
ghde +
consonant + + + + +

stressed + - +
reducible - + -

continuant + — - _ _
sonorant - + + -
strident +

lips +
tongue blade + + + +
tongue body

round -
anterior + + + +
lateral +

high - - -
low - - -
back + + -
tense - —
spread glottis +

nasal +
stiff vocal folds | + - +

that are required in order to identify a segment within a word is, on average,
about three.

6.5 Some Simple Examples of Acoustic/
Articulatory/Featural Relations

Examples of how some features are represented in the sound are displayed as
spectrograms in Figure 6.1. In the utterance a mat in Figure 6.1(a), the two vowels
are produced with a mouth opening greater than that used to produce the adjacent
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Figure 6.1 Spectrograms of (a) a mat and (b) a wash produced by a female speaker.
These spectrograms illustrate some basic landmarks for vowels, stop, nasal, and fricative
consonants, and a glide, together with some articulator-bound features.

consonants, and the acoustic cue for the feature [+vowel] is a peak in amplitude
in the first-formant range. The closure and release for the consonant /m/ appear
as acoustic discontinuities at about 100 and 220 ms. At these discontinuities,
there is continuation of glottal vibration with no change in amplitude, indicating
the articulator-free feature [+sonorant]. The articulator-bound feature [+nasal] is
cued by the spectrum shape of the nasal murmur on the “murmur” sides of the
discontinuities and by some nasalization of the vowels immediately before the
closure consonant landmark and immediately following the release landmark.
(The nasalization of the vowels is not well represented in the spectrogram.) The
articulator-bound feature [+lips] is signaled by the formant transitions (particularly
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those for F2 and F3) in the vowels immediately preceding and following the two
consonant landmarks and by the nature of the discontinuities in the spectrum,
particularly in the F2 frequency range.

The first two formant frequencies in the vicinity of the maximum in low-
frequency amplitude for the vowel in mat (i.e., the vowel landmark), at about
300 ms, show that F2 and F3 are at about 1800 Hz and 2700 Hz. The difference
between F3 and F2 is within the 3 to 3.5 bark spacing proposed by Chistovich
and Lublinskaya (1979) as a threshold for perceptual assessment of two-formant
stimuli, indicating a vowel that is [-back]. The first formant at about 650 Hz is
more than 3 bark above the fundamental frequency of about 160 Hz — a cue for a
vowel that is [+low] (Traunmiiller, 1981).

The spectrogram of a wash in Figure 6.1(b) shows the minimum amplitude
indicative of a glide landmark at about 230 ms, with a low F2 signaling the fea-
ture [+back]. The high F1 and low F2 near the vowel landmark, at about 380 ms,
are cues for the features [+low, +back]. A consonant landmark can also be seen at
about 500 ms, and the discontinuity shows continuous strong frication noise at
high frequencies, evidence for the feature [+strident]. In English, only strident
fricatives are [+tongue blade], and the predominance of frication noise in the F3
region, at about 2500 Hz, is a cue for [-anterior].

6.6 Sources of Variability in Acoustic Correlates
of Features

In the simple examples of consonants and vowels in monosyllabic words just
described, the process of estimating the various articulator-free and articulator-
bound features for the vowel and for the syllable-initial consonant is relatively
straightforward. The acoustic landmarks are well-defined and the acoustic cues
for the various features can be easily extracted based on knowledge of the defin-
ing articulatory and acoustic/perceptual correlates of the features. Several addi-
tional factors must be taken into account when a wider variety of words is used
and when the words occur in running speech. These factors can introduce modi-
fications in the way the features are represented in the acoustic signal. That is,
even though the existence of a feature is based on a particular defining articulat-
ory action with a corresponding primary acoustic correlate, in certain contexts it
is possible that this defining acoustic property may be weakened or obliterated.
The factors that cause these changes include the influence of prosody, the intro-
duction of enhancing gestures, and the effects of gestural overlap.

First, the segments and the words can occur in various prosodic environments,
and the set of acoustic cues that are needed to identify the various features for a
segment depend on the prosodic context in which the segment occurs. Among
the prosodic characteristics are the effects of beginnings and endings of phrases,
position of a segment within a syllable, syllable stress within a word, and promin-
ence of a syllable within a phrase. For example, at the end of a phrase there may
be a pause, and the glottis may become more spread, leading to a reduced high-
frequency amplitude for a vowel and to the lack of an acoustic landmark corres-
ponding to the release of a final consonant. Or, a syllable-final nasal consonant
may show a more extensive region of nasalization in the preceding vowel than
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the nasalization interval in a vowel that follows a syllable-initial nasal consonant.
Other evidence for syllable position comes from phonotactic constraints. For ex-
ample, glides are always syllable-initial, and a consonant that follows a [-tense]
vowel is always in the coda of the syllable. Placing reduced prominence on some
syllables can cause significant changes in the acoustic representation of the fea-
tures for the segments in and adjacent to the syllables. These modifications are
generally a consequence of overlap of articulatory gestures within the reduced
syllable with gestures from adjacent syllables. Some examples of the influence of
such overlap in reduced syllables are given below in the discussion of gestural
overlap.

Secondly, in certain segmental and prosodic environments speakers of a lan-
guage introduce articulatory gestures in addition to the defining gestures for a
feature. These additional gestures are added to enhance the perceptual saliency
of the feature in environments where the perceptual contrast for the feature may
be at risk. The enhancing gestures may not only strengthen the primary acoustic
correlate for the feature, but also introduce new acoustic cues that contribute to
identification of the feature. Some examples of enhancement are described in
Bilcher, Diehl, and Cohen (1990), Keyser and Stevens (2001), Kingston and Diehl
(1995), and Kluender, Diehl, and Wright (1988). Two such examples in English
(from Keyser & Stevens) are: (1) the acoustic manifestation of the feature [+stiff
vocal folds] in a stop consonant in pretonic position is enhanced by spreading the
glottis, leading to an interval of aspiration immediately following the consonant
release; and (2) an alveolar [-sonorant] consonant is produced with a tongue-
body position that is somewhat fronted, to provide transitions of the second
formant that are perceptually distinct from those of labial and velar consonants.
The fronting of the tongue body to produce an alveolar stop consonant is shown
in the spectrogram of the word dote, in Figure 6.2(a). Evidence for the fronting is
the relatively high frequency of the second formant F2, and, to some extent, F3.
This action enhances the distinction with the minimally contrasting words boat
and goat, in Figures 6.2(b) and 6.2(c). The formant movements (particularly of F2)
are quite different for the labial and velar consonants.

A third source of variability is caused by overlap in the articulatory gestures
associated with adjacent segments, and this overlap can lead to weakening and
sometimes extinguishing of cues for some features (Browman & Goldstein, 1992).
One example of gestural overlap occurs in a sequence of two stop consonants, as
in the sequence /pt/ in the words top tag. The closure for /t/ often precedes the
labial release for /p/, and consequently there is no acoustic landmark for the
/p/ release or for the /t/ closure. The articulator-bound features for these two
consonants must be deduced based on acoustic cues in the vicinity of the closure
landmark for /p/ and the release landmark for /t/. Spectrograms of two spoken
versions of fop tag are shown in Figure 6.3. In one version (Figure 6.3a) there is
no acoustic evidence for the /p/ release or the /t/ closure, whereas for the other
(Figure 6.3b), the noise burst appears to reflect both the /p/ release (a brief
transient) and the frication caused by the tongue-blade closure. Both versions are
identified by listeners as the same consonant sequence.

Another example of gestural overlap occurs in the final syllable of the word
sudden. The final three segments of this word are represented in the lexicon by
feature bundles for /den/, where the vowel is reduced. In casual speech, the
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Figure 6.2 Spectrograms of the words (a) dote, (b) boat, and (c) goat produced by a
male speaker. The relatively high frequency of F2 near the /d/ release in (a) is evidence
for a fronted tongue-body position for this alveolar consonant. This F2 transition
enhances the distinction between the alveolar /d/ and the labial and velar in (b)

and (¢).

nasalization and the tongue-blade gesture for /n/ may extend back through the
vowel, leaving, in effect, a syllabic nasal. Since the place of articulation for /d/ is
the same as for /n/, the gesture at the end of /d/ is simply an opening of the
velopharyngeal port, thereby causing an abrupt decrease in the intraoral pressure,
and the tongue-blade closure continues through the stop consonant and the nasal
murmur. Two versions of the word sudden are shown in Figure 6.4. The version
in Figure 6.4(a) shows no evidence of an acoustic landmark for the /n/ closure,
since the tongue blade remains in a closed alveolar position from the /d/ closure
through the rest of the word. The abrupt amplitude increase at about 400 ms is
due to the velopharyngeal opening gesture. The other version (Figure 6.4b) is
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Figure 6.3 Spectrograms of two versions of top tag produced by a male speaker:

(a) casually spoken version, in which the /p/ release and /t/ closure are not evident
acoustically; (b) carefully spoken version in which these events can be seen in the
spectrogram between about 240 and 300 ms.

produced with a release of /d/ into the schwa vowel /3/, followed by the closing
gesture for /n/. Again these two somewhat different acoustic patterns are iden-
tified as the same word by speakers of English; both versions of this word are
represented in the lexicon by the same pattern of features, as shown in Table 6.4.

Gestural overlap can also occur in vowel sequences, particularly when a reduced
syllable follows a syllable that is more prominent. Thus, for example, in a sequence
like saw a dog, it can happen that the tongue-body gestures for the two-vowel
sequence overlap so that there is not a separate amplitude prominence for each
vowel. The tongue-body height has a continuous movement with only one peak
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Figure 6.4 Spectrograms of the word sudden produced in a casual manner in (a)
and a clearer manner in (b), produced by a male speaker. In (a) the /an/ sequence is
produced as syllabic nasal, whereas in (b) there is clear evidence for a vowel and a
landmark at the time of /n/ closure, at about 480 ms.

or maximum in mouth opening, leading to just one peak in the first-formant
frequency and hence only a single vowel landmark. An utterance of this sequence
of words produced in this way is shown in Figure 6.5(a). There is no evidence of
a separate peak or landmark in the low-frequency amplitude or in F1 for the
reduced vowel. However, the movement of the formants (particularly F2) pre-
ceding the closure for /d/ provides a cue for a gesture toward a reduced vowel.
A different version of the same sequence, spoken more clearly by the same speaker,
is shown in the spectrogram of Figure 6.5(b). In this case the word boundary is
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Figure 6.5 (a) Spectrogram of the utterance saw a dog produced in a casual manner.
There is no separate amplitude peak for the weak vowel /a/. (b) Spectrogram of the
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same utterance produced in a more careful way. The vowel /a/ is separated from /a/

with glottalization, indicating a word boundary. In both utterances, indirect evidence

for /a/ appears in the time course of the F2 transition immediately preceding the /d/

closure. Female speaker.

marked by glottalization, together with a reduction in low-frequency amplitude
between the two vowels. Once again, however, both versions are interpreted by
speakers as the same sequence of words.

As a further example of overlap, consider the consonant sequence in batman. A
version of this word spoken in a casual way is contrasted with a more carefully
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Figure 6.6 Spectrogram of two utterances of the word batman produced by a male
speaker. The utterance (a) was produced more casually than (b). The more carefully
produced utterance (b) shows a noise burst for /t/ whereas for the more casually
produced version the first vowel is terminated with glottalization and an apparent
labial closure, as evidenced by a falling F2.

spoken version of the same word in Figure 6.6. In the more casual version in
Figure 6.6(a) there is no evidence of a /t/ release. And, in fact, at the end of the
vowel there is even evidence that the labial closure for /m/ is anticipated in a
brief interval of apparent glottalization just as the vowel is terminating. Some
glottalization is apparent at the end of the vowel; this is an enhancement for the
feature [+stiff vocal folds]. The movements of F2 and F3 up to a time just preced-
ing the onset of glottalization are those which might be expected from a front-
ing tongue-body gesture, i.e., the gesture that is used to enhance the distinction
between the alveolar consonant and other places of stop-consonant articulation.
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In the clear version of batman in Figure 6.6(b), the /t/ release is apparent, as are
the F2 and F3 transitions for the tongue-body fronting gesture. In spite of the dif-
ferences in the two acoustic patterns, both are clearly identified by listeners as the
same word. As in the examples just described, the distinctive features in terms of
which the lexical item for batman is specified are the same for both versions of the
word. The different instantiations of the word arise because the gestures used to
implement the features may overlap more in one version than in the other, and
the glottal gesture used to enhance the voicelessness of /t/ is implemented in
one version but not in the other.

A similar influence of overlap occurs in the casually spoken word help, for which
the lexical representation in terms of features is given in Table 6.4. Frequently,
speakers produce the /1/ without touching the tongue blade against the hard
palate. However, acoustic evidence for the lateral feature comes from the tongue-
backing gesture for /1/, which is manifested in the offglide from the preceding
vowel. This tongue-backing movement is regarded as an enhancing gesture for
the feature [lateral], particularly in syllable-final position. Thus we again have a
situation where a primary defining gesture, in this case the raised tongue-blade
gesture to make contact with the palate, is obliterated, but an enhancing gesture
(in this case the tongue-backing) remains to implement the feature. A clearly arti-
culated version of the word help would show evidence of tongue-blade contact as
an abrupt acoustic discontinuity at the end of the vowel.

All of these influences are sources of variability in the acoustic manifestation of
the features. Although there is a defining articulatory gesture for each feature,
together with a primary acoustic correlate for the feature, a language can intro-
duce enhancing gestures when the feature is in a particular environment. These
enhancing gestures can strengthen the primary acoustic cues and can also intro-
duce new cues for the feature. Furthermore, gestural overlap can lead to the
obliteration or modification of the acoustic landmarks that are the primary
acoustic correlates of the articulator-free features. In such cases, a landmark or a
set of landmarks may identify a region of the signal in which acoustic evidence for
adjacent segments may reside simultaneously. In some cases the primary cues for
articulator-bound features may be obliterated through gestural overlap, and the
cues that emerge from the enhancing process may be the only cues that remain
(Keyser & Stevens, under review). Any model of speech perception for running
speech must account for the modifications that may be introduced by prosodic
factors, by the introduction of enhancing gestures, and by gestural overlap. For
each of the pairs of utterances illustrated in Figures 6.3 to 6.6, the lexical repres-
entation in terms of features is the same. A listener must be able to extract these
underlying features through processing of the signal in spite of the significant
acoustic differences between the different versions.

For all of the examples of overlap described above, the surface acoustic repres-
entation of an utterance with and without significant overlap is quite different,
at least as viewed on the spectrograms. Yet, in spite of this surface variability,
listeners give an invariant response when asked to identify the words. It is noted,
however, that for each of the comparison pairs some of the articulatory gestures
that create the two patterns are essentially the same, except for changes in the
timing of the gestures. It is as though the listeners are sensitive to aspects of the
acoustic pattern that provide information about these gestures, and ignore certain
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timing changes, even though these timing changes produce significant modifica-
tions in the surface spectral patterns. When a listener is in a mode of interpreting a
speech pattern, he/she is selective in attending to particular aspects of this pattern.
The acoustic cues that are used to identify the underlying distinctive features are
cues that provide evidence for the gestures that produced the acoustic pattern.
This view that a listener focuses on acoustic cues that provide evidence for arti-
culatory gestures suggests a close link between the perceptually relevant aspects
of the acoustic pattern for a distinctive feature in speech and the articulatory
gestures that give rise to this pattern. The potential role of articulatory gestures
as a route to uncovering the segmental units of speech has elements of the direct-
realist theory and the motor theory of speech perception advanced by Fowler
(1986) and by Liberman and Mattingly (1985), respectively.

6.7 Acoustic Landmarks and their Relation to
Segments

As has been noted above, there are three basic types of landmarks: (1) landmarks
normally produced when the mouth is maximally open during a vowel, gener-
ally leading to a maximum in the frequency of the first formant and a maximum
in the amplitude of the F1 spectrum prominence; (2) landmarks caused by a
narrowing in the vocal tract, with a minimum in low-frequency amplitude and a
smooth change in low-frequency amplitude and in the first formant frequency
into (and/or out of ) an adjacent vowel; and (3) abrupt changes in amplitude and
spectrum caused by the formation or closure of a consonantal constriction pro-
duced by an oral articulator. In general, the occurrence of the first type of land-
mark is a signal that a vowel segment is produced, and the occurrence of the
second type of landmark is evidence that a glide segment is produced. A consonant
is always produced with both a closing and a releasing gesture, and, unless there
are overlap effects, each of these two gestures is manifested in the signal as an
abrupt discontinuity. Due to overlap, it often occurs that only one landmark
indicating the presence of a consonant segment can be observed in the signal,
as observed in Figure 6.3.

Abrupt amplitude changes other than those produced by a constricting or
releasing gesture of an oral articulator can, however, occur. One possible source of
such a discontinuity is the opening or closing of the velopharyngeal port without
involvement of release or closure of an oral articulator, as in the words number
or sudden (cf. Figure 6.4a). A discontinuity can also result from an opening of the
glottis, as at the voicing onset in an aspirated stop consonant (e.g., pat) or from
glottalization, as in some versions of the /t/ in batman (cf. Figure 6.6a). A rapid
amplitude onset or decay can also occur in utterance-initial or utterance-final
position, usually due to control of respiration.

In running speech, there are often sequences in which there is no landmark
that provides direct evidence for an underlying segment. Two examples have been
given above: the word sudden with a vowel-like landmark but no abrupt land-
mark resulting from an underlying /an/ sequence, and the sequence saw a dog,
with no separate landmark for the reduced vowel. Another example could occur
in the casually spoken utterance I'm done with it, where the glide landmark for
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/w/ is observed but there is no tongue-blade closure for /n/, and hence no abrupt
landmark. In these and other similar cases, evidence for the additional segment
must be derived from analysis of acoustic parameters in the regions between the
existing landmarks. Thus in sudden the nasal murmur for the syllabic /n/ shows
the presence of an underlying nasal consonant; in saw a dog, the formant tra-
jectories between the /a/ vowel landmark and the /d/ closure provide evidence
for an underlying /a/; and in done with, nasalization in the first vowel and in the
glide is a cue for an underlying sequence /nw/.

In these examples where there is an apparent abrupt acoustic landmark that is
not produced by action of an oral articulator, or where an underlying segment
fails to surface as an acoustic landmark, additional acoustic information beyond
that arising from amplitude changes is required to uncover the presence of the
segments and their articulator-free features. This acoustic information comes from
analysis of changes in the spectrum, particularly from the frequencies of spectrum
prominences in the sound.

Abrupt acoustic discontinuities that are not associated directly with the release or
closure of a consonant can also provide cues for articulator-bound features or for
syllable or word boundaries. For example, time of onset of voicing for a pretonic
voiceless stop consonant provides evidence for the feature [+stiff vocal folds], the
acoustic mark for velopharyngeal closure in number indicates a nasal-stop sequence
with the same place of articulation, and, in Figure 6.5(b), the incidence of glottaliza-
tion can mark a word boundary in the sequence saw a.

6.8 Toward a Feature-Based Model of Speech
Perception

The above review of the speech production process provides a background for
specifying the requirements of a model that proposes how listeners extract informa-
tion from the speech signal and use this information to access the words in run-
ning speech. Based on acoustic evidence in the signal, the listener must be able
to identify the sequence of words that underlie this acoustic pattern in spite of
the potentially significant variability in the acoustic patterns for the words, as
described above. The task of the listener can be described by a series of steps as
schematized in Figure 6.7. The output of this model is a sequence of words that
are represented in memory in the manner shown in Table 6.4, together with other
prosodic markers.

The proposed model assumes that two kinds of operations are potentially
involved in uncovering the sequence of words intended by the speaker. One is
a direct analysis path in which the acoustic signal is interpreted in terms of fea-
ture bundles. This segment/feature pattern is then used to access words in the
lexicon, which is also stored in terms of sequences of feature bundles. Other kinds
of information, including syntactic and semantic knowledge and visual cues from
the speaker’s face, can contribute to this decision. The second set of operations is
a synthesis and comparison path in which hypothesized word sequences are the
inputs to an internal synthesis of landmarks and parameters that could be gener-
ated by these sequences. This synthesized pattern is compared with landmarks
and parameters derived from the signal, and the selected word sequence is the
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Figure 6.7 Block diagram of a model of human lexical access. The input at the top is
the acoustic speech signal for an utterance produced by a speaker. The output is the
sequence of words intended by the speaker. The model consists of a direct analysis
path in which arrays of feature bundles are estimated and are matched to the lexicon
to obtain hypothesized word sequences, and a synthesis path that determines whether
a hypothesized word sequence could produce an acoustic pattern that matches the
pattern derived from the acoustic signal.

one yielding the best match (Stevens & Halle, 1967). In this chapter, we focus
primarily on the direct or “bottom-up” processing of the signal. The “analysis-
by-synthesis” aspect is discussed briefly in Section 6.8.6. The types of processing
that are involved in the bottom-up and top-down paths are quite different. In the
bottom-up path, the acoustic analysis leads to hypotheses concerning the bundles
of distinctive features underlying an utterance, and require a matching of estim-
ated feature bundles with stored feature bundles in the lexicon. The top-down
path begins with hypothesized words specified by feature bundles and generates
articulatory patterns and resulting acoustic parameters that are compared with
parameters derived from the signal.

There are at least two reasons why both a “bottom-up” and a “top-down” path
are hypothesized in this model of human lexical access (but see also Norris,
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McQueen, & Cutler, 2000). The bottom-up path estimates the distinctive features
based on local analysis of the signal; contextual information on adjacent seg-
ments or phrase boundaries may not be available to contribute to estimation of
the features. Consequently, some features may be estimated only with low confid-
ence. When one or more words are hypothesized after lexical matching, then top-
down analysis is initiated. In this case the context in which each feature occurs is
known, and consequently information is available to synthesize a more precise
acoustic pattern to match against the signal-derived pattern. Another motivation
for top-down analysis arises in running speech where, at a particular point in a
sentence, knowledge of the syntax and of the topic of the sentence suggests only
a limited number of possible words. A decision among these words could be
made solely through top-down processing without resorting to decisions based
on a detailed bottom-up analysis. The primary focus in the following sections is
the bottom-up analysis.

6.8.1 Peripheral auditory processing

The initial step at the top of Figure 6.7 is processing by the peripheral auditory
system. It is assumed that this first processing step is a general auditory trans-
formation that is the same whether the signal is speech or nonspeech. At the level
of the cochlea, the auditory nerve, and later stages in the auditory system, the
sound wave is transformed into mechanical action and then patterns of electrical
activity. There are spectral and temporal representations in the auditory nerve,
and spectral peaks are evident as synchrony in firings (Sachs & Young, 1980; Seneff,
1988; Shamma, 1985). Abruptness in changes in amplitude and in spectrum are
enhanced (cf. Delgutte & Kiang, 1984a, 1984b) relative to their representations in
terms of simple measures based on simple Fourier transforms. Some aspects of
this peripheral auditory processing enhance acoustic attributes that are relevant
to identifying distinctive features at later stages in the model.

6.8.2 Landmark identification

The second step is to identify acoustic landmarks that provide evidence for the
presence of vowel, glide, and consonant segments. These landmarks are of vari-
ous kinds, and they are derived by examining patterns of change in amplitude in
different frequency bands. Peaks in amplitude in low-frequency bands in the
region of the first-formant frequency identify times when vowels are being pro-
duced, and hence mark syllabic nuclei (Howitt, 2000). At times when there is a
narrowing or releasing of a constriction in the oral cavity for a consonant, par-
ticular types of abrupt changes occur in these amplitudes in bands over a range
of frequencies. These discontinuities, then, represent acoustic landmarks that
can identify consonantal closing or releasing gestures (Liu, 1996). The type of
acoustic discontinuity contains cues for the articulator-free features [sonorant],
[continuant], and [strident]. That is, the consonant can be classified as a sonorant,
as an obstruent stop consonant, or as a fricative consonant, with the fricative
further classified as strident or nonstrident. Minima in low-frequency bands but
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without discontinuities are potential cues for glides (Espy-Wilson, 1992; Sun, 1996).
This landmark-detection stage, then, leads to an initial estimation of the presence
of syllabic nuclei and of the articulator-free features for the segments or feature
bundles that are in the vicinity of these syllabic nuclei.

In this model of human speech perception, the detection of landmarks is largely
an auditory process based on maxima and minima in amplitude or abruptnesses
of amplitude changes in different frequency ranges. However, the interpretation
of these landmarks as indicators of the presence of phonological segments and as
cues for classification of these segments in terms of articulator-free features is
clearly a process that is specific to speech and language.

6.8.3 Extraction of acoustic parameters and cues for
features

The landmarks provide a starting point for the acoustic analysis in the third pro-
cessing step of the model. In this step, several acoustic parameters are extracted
in regions around the landmarks, and, in the case of abrupt consonantal landmarks,
descriptors that specify in more detail the nature of the acoustic discontinuity are
derived (see also Stevens, 2002). The selection of parameters to extract is motivated
by the need to provide information about the articulatory gestures that generated
the speech pattern, and, in particular, the gestures that gave rise to the acoustic
landmarks. It is assumed that there is a universal set of such parameters, and that
most of these parameters are utilized in any given language. How information
is extracted from these parameters to provide cues that help to identify distinct-
ive features for segments in a given language, however, is expected to be highly
dependent on the language, particularly the features that are distinctive in that
language.

Tracking of the time course of the parameters around the landmarks has three
purposes. Although most of the acoustic landmarks provide direct evidence for
the presence of vowel, glide, or consonant segments, some segments may not
surface as simple acoustic landmarks, and some landmarks may not be reliable
indicators of phonological segments. Thus one purpose of the more detailed ana-
lysis is to provide additional acoustic cues that can be used to refine the estimates
of the presence of segments and their articulator-free features — estimates that do
not emerge from the initial landmark-finding process. The amplitude changes in
different frequency bands, on which the landmarks are based, are now supple-
mented by additional acoustic data that relate to changes in the spectrum shape,
particularly the changes in the frequencies of spectral prominences. The second
purpose of this stage in the analysis is to use these parameters for estimating
sets of acoustic cues that help in identifying the articulator-bound features for
the segments. And a third purpose is to identify, where possible, the syllable
affiliation of each segment, i.e., to determine the syllable structure of the type
represented in Table 6.4.

The parameters that are tracked in the vicinity of a given landmark depend
on the type of landmark — whether it is a vowel or glide landmark, a landmark
for a fricative consonant adjacent to a vowel (and whether or not the consonant
is strident), a landmark for a stop consonant adjacent to a vowel, a landmark
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for a sonorant consonant adjacent to a vowel, or a landmark that arises from a
consonant-consonant sequence. In all cases, however, the acoustic parameters
that are extracted must provide evidence for two kinds of articulatory actions: (1)
relevant aspects of the shape of the vocal tract above the glottis, including its vari-
ation with time, locations of constrictions, and time course of the velopharyngeal
opening, and (2) the presence or absence of glottal vibration, the fundamental
frequency, and the glottal configuration. The parameters that are used to infer
the vocal-tract shape are indicators of the frequencies and amplitudes of spectral
prominences — prominences that arise from the natural frequencies or resonances
of the vocal tract. The parameters that provide information about the acoustic
sources specify spectrum shapes or periodicities that arise from mechanical or
aerodynamic processes rather than from acoustic resonances.

With regard to the landmark-refining aspect, estimation of the parameters can
have two functions. First, interpretation of the parameters can establish whether
the landmarks determined in the second step are indeed landmarks that specify
the presence of a vowel, a glide, or a closure or release for a consonant, and
second, they can establish whether a vowel, glide, or consonant segment should
be added to the segment sequence determined by landmarks. In the first case,
further analysis could show that some apparent landmarks are not the result of a
vocalic nucleus or the result of the creation or release of a consonantal constric-
tion in the oral cavity. For example, an abrupt landmark might be a consequence
of prosodic events such as glottalization at the onset of a vowel-initial word (as
in Figure 6.5b) or an abrupt onset following a pause. In the second case, a landmark
may be missing because of overlap of gestures in production of the utterance (as
for the utterance of sudden in Figure 6.4a or saw a dog in Figure 6.5a), and acoustic
information other than that provided by the pattern of amplitude changes in
auditory-based frequency bands must be tapped. This information comes from a
more detailed examination of additional parameters in the speech signal.

We now review the inventory of acoustic parameters or descriptors that might be
examined in the vicinity of landmarks, either to refine the estimates of articulator-
free features or as a basis for deriving cues that identify the articulator-bound
features and the syllable affiliations for the segments. In particular, we look at
acoustic parameters or descriptors in the vicinity of landmarks that have been
identified in the second stage of the model.

We review first the parameters that can provide relevant information in the
vicinity of a vowel or glide landmark or, more generally, in the region that is
centered on a vowel landmark and is between two consonantal or abrupt land-
marks. In such a region, it is assumed that the vocal tract has no major constric-
tion at which turbulence noise is generated, and there is an acoustic source in
the vicinity of the glottis. The interpretation of the parameters for the purpose
of identifying the features of the segments depends on whether the evidence is
in the vicinity of the vowel landmark or is in the vowel region near the conson-
ant landmark. The parameters include time variation of formant frequencies,
amplitudes of spectrum prominences corresponding to formants, evidence for
nasalization (Chen, 1997), fundamental frequency, aspects of the spectrum shape
of the vowel after accounting for the influence of the formants (Hanson, 1997),
and measures of the amount of aspiration noise present in the sound. These para-
meters provide evidence for tongue-body movements, velopharyngeal opening,
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vocal-fold stiffness, and glottal spreading or constricting. Examination of these
parameters is also carried out in the vicinity of glide landmarks.

At an abrupt landmark where there is an acoustic dislocation or discontinuity
with a vowel on one side of this discontinuity, there are three kinds of measures
that can potentially provide evidence for the features and the syllable affiliation
of the consonant that produced the discontinuity. One is the time variation of
some acoustic parameters on the vowel side of the landmark, indicating articul-
atory movements (including nasalization) and changes in laryngeal state during
the time when the consonant constriction has been released (or, if the vowel
portion precedes the landmark, the time just before the consonant constriction is
formed). The second type of measure is the time variation of acoustic parameters
on the constricted side of the landmark. And a third kind of descriptor is the
change in certain acoustic measures across the landmark. When a landmark is
produced by an obstruent consonant adjacent to a vowel, the parameters on the
obstruent side of the landmark include the time variation of the frication noise
throughout the interval and amplitudes of spectrum prominences in the frequency
regions of each of the formants in the frication noise. The parameters should also
show whether glottal pulses are present, the frequency of these pulses, and the
amplitude of the pulses at low frequencies. When a landmark is produced by a
sonorant consonant (i.e., a nasal or liquid consonant), the parameters include
changes in amplitudes of formant prominences across the landmark and meas-
ures of spectrum shape within the consonant region.

In the vicinity of each landmark (or places in the signal where segments are
postulated even though no landmark is present) a set of acoustic cues is derived
from the parameters that have been extracted. These cues can be sampled values
of parameters at particular points in time, changes of parameters over specified
time intervals, or values of one sampled parameter in relation to another. The cues
are attached to or associated with the segments (and their articulator-free features)
that have been inferred from the acoustic landmarks, as modified or refined in
the manner described above. If a listener can see the speaker, visual information
about the movements of lips, jaw, and other aspects of the face also provide cues
for some of the features.

As an example, we consider a possible set of cues for place of articulation in
the vicinity of a landmark at the release of a stop consonant. These cues include
measures of the movement of the formants (particularly F2 and F3) in the follow-
ing vowel region, the spectrum amplitude of the frication noise burst in one
frequency region relative to another, the duration of the frication noise burst, and
the spectrum amplitude of the noise burst in a particular frequency region relat-
ive to the spectrum amplitude of the adjacent vowel in the same frequency region.
These cues provide evidence for one or more of the following articulatory actions:
the length of the acoustic cavity anterior to the consonant constriction, the shape
and rate of movement of the active articulator that forms the constriction, and
the movement of the tongue body and mandible preceding or following the
consonant release. All of these cues, then, indicate some aspect of articulation that
permits a listener to determine whether the stop consonant is produced by the
lips, the tongue blade, or the tongue body. (See, for example, Delattre, Liberman,
& Cooper, 1955; Liberman, Delattre, & Cooper, 1952; Liberman et al., 1954; Stevens,
Manuel, & Matthies, 1999; Sussman, McCaffrey, & Matthews, 1991.) For these
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cues, there is evidence from perceptual experiments that each contributes to
identification of the feature by listeners. While some of the cues provide direct
information about the defining articulatory gesture for the consonant place
(e.g., the front-cavity resonance), others may give evidence for an enhancing
gesture (e.g., tongue-body movement for a tongue-blade consonant).

The parameters and the cues derived from the parameters also provide informa-
tion about the syllable structure and other prosodic aspects of an utterance. Arti-
culatory and acoustic evidence for the syllable affiliation of consonants in running
speech appears in a variety of forms (cf. Krakow, 1999). For example, in a vowel
preceding a nasal consonant in English, nasalization in the vowel extends over a
longer time interval when the consonant is a postvocalic component of the syllable
(e.g., seen Alice) than when it is prevocalic for the next syllable (e.g., see Nellie)
(Krakow, 1993). A stop consonant that is aspirated is almost always a syllable-
initial consonant. There are also acoustic cues for word boundaries as well as
syllable affiliation. For example, glottalization preceding a vowel is often evid-
ence that the vowel is word-initial (e.g., saw apples) (Dilley, Shattuck-Hufnagel,
& Ostendorf, 1996), and, of course, the presence of a pause usually indicates a
word-initial (postpausal) or a word-final (prepausal) segment. Evidence for a
reduced vowel often surfaces as a shortened vowel duration, a reduced amplitude,
and an increased spectrum tilt in the vowel (Stevens, 1994) as a consequence of
a spread glottal configuration.

6.8.4 Estimating the distinctive feature bundles and
syllable structure

There may be several acoustic cues for an articulator-bound feature, some arising
from basic feature-defining gestures for the feature and others from enhancing
gestures. The particular combination of cues for a feature often depends on other
features for the same segment. For example, some of the cues for place of arti-
culation for the release landmark of a syllable-initial stop consonant, for which
there is a release burst, may be different from those for a nasal consonant, where
there is no noise burst but an abrupt increase in amplitude in certain parts of the
spectrum. At the landmark for a closure for a stop consonant there is usually no
noise burst, and hence some of the available cues for place of articulation are
different from the cues near the consonant release. Likewise, the features of an
adjacent segment can influence the weighting of cues for a feature. As an example,
the combination of cues for stop-consonant place of articulation may depend on
whether the following vowel is [-back] or [+back] (Delattre et al., 1955; Stevens
et al.,, 1999; Sussman et al., 1991). And, as has been noted, the prosody, including
the syllable affiliation of a consonant, can influence the way in which a particular
feature is implemented. Furthermore, if an utterance is heard in the presence of
noise, some of the cues may be masked, and only a subset may then be available
to identify a feature.

In effect, then, each feature for a segment is identified by a module for that
feature, as schematized in Figure 6.8. The principal input to the module is a set of
acoustic cues that potentially contribute to identification of the feature. The module
also has several other inputs. One is the time of the landmark around which the
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Figure 6.8 Schematic representation of a module for estimating an articulator-bound
feature.

cues are to be determined. Other inputs identify other relevant features in the
same segment (i.e., based on the same landmark), features of relevant adjacent
segments, syllable position, and prosodic environments (such as a phrase-final
segment). Still another input (not shown in the figure) is a representation of the
noise or other environmental factors that can have an influence on the robustness
of the acoustic cues. The output of the module is the value of the estimated fea-
ture for the landmark, together with a measure of the confidence of the estimate.
There is an array of such modules, together with a module for estimating the
syllable position for each segment.

In the case of a module that estimates the feature values for place of articula-
tion for consonants, for example, some of the acoustic cues at the input are of the
type described in Section 6.8.3 for syllable-initial stop consonants. Additional
cues may be added to this list to include cues that may be needed in estimating
place of articulation for nasal and fricative consonants. For a given landmark, the
selection of combinations of cues for estimating place-of-articulation features will
depend on information from other modules concerning the voicing feature for
the segment, the values of the feature [sonorant] and [continuant], the syllable
affiliation of the segment, certain features of the adjacent vowel, etc. There must
be protocols for communicating these pieces of information between modules. Thus
the acoustic cues for a given feature are not entirely independent of the context of
other features. If two consonant landmarks occur in sequence, then the modules
that are involved in estimating the features based on cues in the vicinity of one of
these landmarks must make reference to cues from the adjacent landmark and to
the time between landmarks to determine whether the two landmarks represent
the closure and release for the same consonant. In this case, the cues from both
landmarks should be combined to estimate the features for the consonant.

The output of this fourth step in the model of Figure 6.7 is a sequence of
bundles of distinctive features. The array of distinctive features for a given segment
or bundle must be constrained so that it captures the relevant contrasts for the
segment in the language. That is, there are only particular combinations of features
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that can occur in a language, and any hypothesized bundle of features can con-
sist of only these combinations. For example, in English there is only one possible
feature bundle that contains the feature [+spread glottis], i.e., the segment /h/.
Or, the feature combination [+continuant, +back] is not a valid combination for
a consonant in English. There may be some lack of confidence in identifying
some of the features, particularly if noise or some other environmental condition
is present, and each feature may be assigned a confidence rating at this stage.
Also, at this stage, analysis of the acoustic signal will provide some additional
information concerning the syllable structure, possible word boundaries, phrase
boundaries, and syllable prominence. Some of this information is used to assist
in estimating the features.

6.8.5 Accessing the lexicon

Contact with the lexicon occurs in the final stage of the bottom-up process.
This contact is made by finding sequences of words that provide a match to the
hypothesized feature bundles and syllable structure. In running speech, other
information may be available to the listener in addition to that derived from
analysis of the acoustic signal. This information includes visual cues derived from
observation of the speaker’s face, and syntactic and semantic evidence derived
from the context. Cues of this type could greatly aid in the search for words in
the lexicon, particularly in the presence of noise. In this chapter, however, we
limit our discussion to lexical access based on the estimated feature bundles, on
segmental information in the immediate context of the segments, and on estimates
of the syllable affiliation of each segment.

Several strategies could be followed in this process of accessing a sequence
of lexical items that matches the information on feature bundles and syllable
structure derived from the signal. (See, for example, Tyler & Frauenfelder, 1987,
and other chapters in this volume for a discussion of proposed strategies.) One
approach is to proceed from left to right; that is, to establish first a cohort of
words for which the initial segment matches the initial signal-derived feature
bundle, then to reduce this cohort based on the feature bundle for the second
segment, and so on, until a cohort of words from the lexicon is determined.
Another possible strategy is to begin with the segment for which the signal-based
features have been extracted with the highest confidence, and then move suc-
cessively to segments for which the confidence in estimation of the features is
lower. Or, one might begin by matching vocalic nuclei and then moving to other
segments within each syllable.

It is possible, of course, that not every feature is needed to identify a word,
because a change in the value of one or more features may not correspond to a
word in the language. Or, a sequence of feature bundles and syllable structures
estimated from the signal may not correspond to a word or a sequence of words
in the lexicon. In this case, confidence ratings for the features must be used to
eliminate feature values that are estimated with low confidence.

It is noted that up to this stage at which words and word sequences are hypo-
thesized, there is no point at which a phoneme is identified as an autonomous
unit. The word sequences are derived by identifying distinctive features and
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organizing them into bundles, and the phoneme is not a unit in this process.
Conscious identification of a phoneme as a unit can only occur after the word in
which the phoneme appears is recognized (Norris et al., 2000).

6.8.6 Verifying hypothesized words: Analysis by
synthesis

Whatever strategy is followed as the lexical search is pursued, the result of the
matching is a set of cohorts of words or word sequences. As shown in Figure 6.7,
each sequence can then be examined through “analysis by synthesis” to deter-
mine the most likely candidate sequence (Stevens & Halle, 1967). For a given hypo-
thesized word, the sequence of gestures that produces this word is internally
synthesized, and the acoustic pattern corresponding to this group of gestures is
estimated. In terms of the proposed model, this acoustic pattern is expressed in
terms of a set of acoustic landmarks and parameters of the type described
in Sections 6.8.2 and 6.8.3. The articulatory synthesis is performed internally, and
the internally synthesized patterns are then compared with the acoustic patterns
measured in the signal. The hypothesized word or word sequence that gives the
closest match to the measured acoustic pattern is then selected as the “best”
sequence. In the internal synthesis of the acoustic parameters for a given seg-
ment, the context in which each feature occurs is available, and this context may
permit better estimates of the acoustic parameters to be made than would be
possible if the context were not known. In the initial “bottom up” analysis lead-
ing to estimates of the features, this contextual information may not be available,
particularly if it is information that is present in the signal after the time of the
relevant landmark, and consequently some of the features may not be estimated
with confidence. If it is assumed that a listener is able to carry out both the direct
bottom-up analysis and the top-down synthesis, then the listener must be endowed
with tools for performing acoustic-to-articulatory-to-feature transformation in the
bottom-up process (as in modules like Figure 6.8) and feature-to-articulatory-
to-acoustic transformation in the top-down process. Although the distinctive fea-
tures are universal, and are based on defining gestures and acoustic attributes, the
enhancing gestures for particular features in particular contexts may be language-
dependent. Consequently the learning of these transformations must have a
language-specific component.

The details of these issues of lexical search strategies and internal synthesis
and matching are only touched on here, and are beyond the scope of this chapter.
Other chapters in this volume address these issues.
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7 Speech Perception and
Phonological Contrast

EDWARD FLEMMING

7.1 Introduction

The idea that the nature of speech perception plays a role in shaping phonology
is not new. There is a substantial literature that proposes and tests perceptual
explanations for phonological patterns, e.g., Liljencrants and Lindblom (1972),
Lindblom (1986), Ohala (1981, 1990, 1993). Most of this research addresses general
tendencies in phonological patterning, e.g., the cross-linguistic tendency for front
vowels to be unrounded, which leaves the problem of going from the general
to the particular: particular languages may violate the general tendencies, as in
the case of a language with front rounded vowels. Recently phonologists have
begun to tackle this problem, incorporating principles that invoke properties of
human speech perception into models that derive generalizations about phono-
logical systems, but also allow for analyses of individual languages. This area of
research has proven very productive, and there is now substantial evidence for
the importance of perceptual considerations in phonological theory, but there is
little agreement on the proper formalization of the influence of speech perception
on phonology. This issue is the organizing theme of the chapter.'

A key element in the development of this research has been Optimality Theory
(OT, Prince & Smolensky, 1993), which offers a framework for constructing ana-
lyses of individual languages out of constraints expressing general preferences
of the kind identified in the works cited above. In OT terms, the central question
addressed here is: What is the form of the constraints imposed on phonology by
speech perception? We will review the main types of evidence that have been
used to argue for perceptual constraints in phonology to clarify exactly what kind
of constraints they motivate. In the process, we will also examine the kinds of
experimental evidence that have been adduced in formulating analyses.

7.2 Dispersion and Enhancement

The most direct evidence for perceptual constraints in phonology comes from
generalizations about inventories of phonological contrasts. Phonetic descriptions
distinguish hundreds of sound types, but a typical language has only about 30
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a a

Figure 7.1 Two common vowel inventories.

contrasting sounds (Maddieson, 1984). These inventories of contrasting sounds
are far from being a random sample of the set of attested speech sounds, rather
the observed inventories are subject to many restrictions, some of which can be
explained in terms of perceptual constraints.

One well-established example involves preferences for particular vowel qualit-
ies. There is a strong cross-linguistic preference for vowels to be front unrounded
or back rounded unless they are low vowels, as in the common vowel inventories
illustrated in Figure 7.1 (low vowels are typically described as central or back
and unrounded). In Maddieson’s (1984) survey of a genetically diverse sample
of languages, 94% of front vowels are unrounded and 93.5% of back vowels are
rounded. Where a language does have front rounded, central, or back unrounded
vowels, these appear in addition to front unrounded and back rounded vowels.

It is hard to imagine any articulatory basis for this relationship between backness
and rounding. The tongue and lips are articulatorily relatively independent, so it
would appear to be as easy to round the lips with the tongue body forward as
with it retracted. On the other hand there is a straightforward perceptual account
of the covariation of backness and rounding. The primary perceptual dimensions
of vowel quality correspond well to the frequencies of the first two formants
(Delattre et al., 1952; Plomp, 1975, Shepard, 1972). Front and back vowels are
differentiated primarily by the frequency of the second formant (F2), with front
vowels having a high F2 and back vowels having a low F2. Lip-rounding generally
lowers F2, so the ordering of front and back, rounded and unrounded vowels, and
central vowels in terms of F2 is shown in Figure 7.2. Thus the maximally distinct
F2 contrast is between front unrounded and back rounded vowels (Liljencrants &
Lindblom, 1972; Stevens, Keyser, & Kawasaki, 1986). Maximally distinct contrasts
are preferred because they are less likely to be confused by listeners.

The general preference for maximally distinct contrasts follows from the func-
tionalist hypothesis that phonological systems are well adapted for communication.
Efficient communication depends on fast, accurate perception of speech sounds,
and listeners are faster and more accurate in identifying the category to which a
stimulus belongs if the stimulus is more distinct from contrasting categories (e.g.,
Ashby, Boynton, & Lee, 1994; Kellogg, 1931; Pisoni & Tash, 1974; Podgorny &
Garner, 1979). We will see that the principle of maximization of distinctiveness is
the key perceptual constraint on phonology.

Evidence for this principle has been discussed under a variety of labels.
Lindblom and Engstrand (1989) refer to the tendency to maximize the perceptual
distinctiveness of contrasting speech sounds as “dispersion,” invoking the notion

F2

Figure 7.2 The ordering of vowel qualities on the F2 dimension.
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of separation in perceptual space. Similar phenomena have been discussed by
Stevens et al. (1986) under the rubric of “enhancement.” They observe that dis-
tinctive features are often accompanied by “redundant” features that “strengthen
the acoustic representation of distinctive features and contribute additional pro-
perties which help the listener to perceive the distinction” (p. 426). The relation-
ship between [back] and [round] in vowels is treated as one of enhancement:
[round] enhances distinctive [back]. So enhancement essentially involves com-
bining feature differences so as to maximize the perceptual distinctiveness of
contrasts. Consequently instances of enhancement also provide evidence for
maximization of distinctiveness. Other work providing evidence for dispersion/
enhancement includes Diehl (1991), Flemming (2002, pp. 53—6), and Ohala (1985,
pp. 225ff). We will review two further cases here to illustrate the range of pheno-
mena involved.

Another example discussed by Stevens et al. (1986) is the enhancement of frica-
tion contrasts. Fricatives are distinguished from other sound types by the presence
of significant turbulence noise, generated by forcing a jet of air through a narrow
constriction. The distinctiveness of this manner contrast can thus be enhanced by
increasing the intensity of turbulence noise in the fricative. This is achieved by
directing the jet of air against an obstacle downstream, as in the coronal sibilant
[s], where a jet of air is directed against the upper teeth (Shadle, 1991; Stevens
et al., 1986, p. 439). The greater distinctness of such sibilant fricatives from
non-fricatives can explain their cross-linguistic prevalence: in Maddieson’s (1984)
survey, 83% of languages have some kind of [s], and if a language has only one
fricative it is usually an [s] sound (84%).

Maximization of the distinctiveness of contrasts between sibilants has been
argued to explain an otherwise puzzling observation about the realization of
post-alveolar fricatives: in English and French, the post-alveolar fricative [[] is
accompanied by lip protrusion (Ladefoged & Maddieson, 1996, p. 148). There is
no articulatory basis for this pattern, but it plausibly serves to make post-alveolar
[ /] more distinct from the anterior sibilant [s]. These sounds are differentiated by
the frequency of the first peak in the noise spectrum. This peak is at the resonant
frequency of the cavity in front of the constriction, and so is lower in post-
alveolar fricatives, since they have a larger front cavity than dentals and alveolars.
Protruding the lips increases this difference by further enlarging the front cavity
(Ladefoged & Maddieson, 1996, p. 149). Polish provides an interesting variant of
this pattern. There are three contrasting sibilants, dental [s], alveopalatal [¢], and
retroflex (apical post-alveolar) [s], and the retroflex is produced with lip protru-
sion (Puppel, Nawrocka-Fisiak, & Krassowska, 1977, p. 157). This is the expected
pattern given the goal of maximizing distinctiveness because the retroflex has the
lowest front cavity resonance due to the space below the tongue blade. Lowering
this resonance further by protruding the lips makes the retroflex more distinct
from the other sibilants (Flemming, 2002, pp. 55ff).

7.2.1 Phonological analyses of dispersion effects

There have been two basic approaches to the analysis of dispersion effects:
(1) analyses that incorporate a preference for maximally distinct contrasts into
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phonological theory, and (2) analyses that employ standard markedness con-
straints. The latter approach is in a sense the default option, since it employs only
the standard apparatus of phonological theory (as outlined in the next section),
but we will see that dispersion effects provide strong evidence for the distinctive-
ness constraints posited in the former approach, although these constraints are
of a novel type.

We will first provide a brief overview of Optimality Theory (OT, Prince &
Smolensky, 1993) and its suitability as a framework for formalizing the influence
of speech perception on phonology. Then we will turn to the particular proposals
for formalizing perceptual constraints.”> Although the discussion will focus on
analyses formulated in OT, the issues raised are relevant to any analysis of these
phenomena.

7.2.2 Optimality Theory

In its basic form, an OT grammar maps input underlying forms onto their surface
realizations. For example, in Russian obstruents are devoiced in word-final posi-
tion, so the morpheme /sad/ ‘garden’ is pronounced [sat] (the underlying voiced
final stop surfaces when a vowel-initial suffix is added, as in the dative singular
[sadu]). In OT, the mapping between input and output is divided into two
components: a mapping from an input form to a set of candidate outputs, and an
evaluation function which selects the best member of the candidate set as the
actual output. The optimality of candidate outputs is determined by reference to
a ranked set of constraints.

Standard OT posits two basic types of constraints: constraints that evaluate
the well-formedness of the candidate outputs — markedness constraints — and
constraints that require the output to be as similar to the input as possible —
faithfulness constraints. These two types of constraints are liable to conflict
- satisfying markedness constraints often requires altering the input, which
necessarily violates some faithfulness constraint. For example, a simple-minded
analysis of the Russian facts above posits a markedness constraint forbidding
word-final voiced obstruents, *FINALV 01CEDOBSTRUENT. The fully faithful realiza-
tion of [sad] violates this constraint, but devoicing the final stop, as in [sat] violates
the faithfulness constraint IDENT[vOICE] which requires that voicing specifications
of input segments should be unchanged in the output.

Conflicts between constraints are resolved by reference to a ranking of the
constraints: the higher ranked constraint prevails. So in Russian, *FINALVOICED-
OBSTRUENT must outrank IDENT[VOICE] (written: *FINALVOICEDOBSTRUENT >
IDENT[VOICE]) since the voicing of an input stop is changed in order to satisfy the
former constraint. If this ranking were reversed the candidate [sad] would win.

OT analyses are typically illustrated using tableaux, as in example (1). The
input form is shown in the top left cell while the candidate outputs are listed
below it in the first column. The constraints are listed in the top row, with higher-
ranked constraints on the left. If a candidate violates a constraint, a mark (*) is
placed at the intersection of the constraint column and the candidate row. In (1),
candidate (a), [sad] violates *FINALVOICEDOBSTRUENT, so a mark is placed under
that constraint in row (a). Candidate (b), [sat], satisfies this constraint, so [sad] is
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eliminated (indicated by the exclamation point after the mark), and [sat] is the
optimal output (indicated by the “pointing hand” in the first column). Note that
it is not necessary to satisfy all the constraints in order to be the optimal candidate
- candidate (b), [sat], is optimal although it violates IDENT[vOICE]. Indeed, since
constraints frequently conflict, it is not usually possible to satisfy them all.

¢Y)

/sad/ *FINALVOICEDOBS IDENT[VOICE]

a. sad *1

b. | & sat

One of the key strengths of OT is the way in which it relates the analysis of the
typology of languages to the analyses of individual languages. The two are con-
nected by the hypothesis that all phonological grammars are constructed from the
same set of constraints, but differ in the ranking of those constraints. Typological
universals can then be derived from the nature of the universal set of constraints,
while the patterns of individual languages are hypothesized to derive from
particular rankings of these constraints.

This provides a suitable framework for formalizing the preference for distinct
contrasts because any such preference is a universal tendency which may be viol-
ated to a greater or lesser extent as a result of conflicting constraints. For example,
languages like French and German have front rounded vowels in addition to front
unrounded and back rounded vowels. That is, these languages eschew maximally
distinct F2 contrasts in favor of distinguishing more contrastive vowels. Con-
versely, grounding constraints in basic considerations of communicative efficiency,
and the nature of human speech perception provides a basis for the universality
of those constraints: if a constraint is based on universal properties of commun-
ication and perception, it is unsurprising that it is operative in all languages.

7.2.3 The constraints that motivate dispersion

Two kinds of constraints have been proposed in the analysis of dispersion
phenomena: basic segmental markedness constraints, and constraints on the
distinctiveness of contrasts. A basic markedness constraint in OT prohibits some
representational structure, such as a syllable without an onset, or a segment
which has the feature combination [-sonorant, +voice]. A number of researchers
have suggested that constraints of this form can be motivated by perceptual con-
siderations (e.g., Coté, 2000; Hume, 1998). Certainly, the most common analysis
of the preference for peripheral vowels (i.e., front unrounded and back rounded
vowels) has been to propose constraints against other types of vowels, as in (2)
(e.g., Calabrese, 1988).°

(2) *[-back, +round]
*[+back, —round]
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Ranking these constraints above faithfulness to [back] or [round] yields a lan-
guage without non-peripheral vowels because inputs containing these vowels
will not be realized faithfully (3—-4).*

©) /y/ *[-back, +round] *[+back, —round] IDENT[rOUNnd]
a. | ¥ i *
b. y *1

@) Jua/ *[-back, +round] *[+back, —round] IDENT[round]
a. | ¥ u *
b w *|

Although these constraints can derive languages in which back and round
co-vary appropriately, they do not follow directly from the perceptual considera-
tions behind Liljencrants and Lindblom’s (1972) analysis. It was suggested that in
order to facilitate speech perception, contrasting sounds should be maximally
distinct. This explanation implies a dispreference for F2 contrasts involving non-
peripheral vowels because they are less distinct than contrasts between front
unrounded and back rounded vowels. The constraints in (2) do not mention
contrasts — they simply prohibit front rounded, central, and back unrounded
vowels. Liljencrants and Lindblom’s proposal is implemented more directly by
constraints that penalize less distinct contrasts (distinctiveness constraints), e.g., a
constraint ranking along the lines shown in (5), where *X-Y means that words
should not be minimally differentiated by the contrast between sounds X and Y
(more general formulations are discussed below).

®) Fy-wr > fiewg, fy-u > *u

The crucial difference between these two proposals is that the analysis based
on distinctiveness constraints predicts that non-peripheral vowels should be
unproblematic as long as they do not enter into front-back (F2) contrasts, whereas
the constraints in (2) ban these sound types regardless of what they contrast
with. For example, a back unrounded vowel presents no particular perceptual
difficulties if the listener knows that it is the only vowel that can appear in the
context. It does not violate *i-wr or any other distinctiveness constraint because
there is no contrast, but it would violate *[+back, —round].

In general, the reasoning outlined above motivates constraints based on the
distinctiveness of contrasts between sounds, not on the sounds themselves. Basic
markedness constraints as in (2) apply to individual sounds, not contrasts, and so
cannot be motivated in this way. More importantly, there is empirical evidence
that phonology is in fact subject to constraints on the distinctiveness of contrasts:
the markedness of a sound depends on the contrasts that it enters into. These
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constraints are novel in that they evaluate the difference between contrasting
forms, whereas standard markedness constraints evaluate individual phonolo-
gical forms.

Before evaluating this evidence, it is useful to place distinctiveness constraints
in the context of a specific model. The most developed proposal is the dispersion
theory of contrast (Flemming, 1996, 2002, 2004; Ni Chiosain & Padgett, 2001),
which builds on ideas from Lindblom’s Theory of Adaptive Dispersion (Lindblom,
1986; Lindblom & Engstrand, 1989). In this model, the preference to maximize
the distinctiveness of contrasts is opposed by two other goals: maximization
of the number of contrasts permitted in any given context, and minimization of
articulatory effort. Increasing the number of contrasting sounds makes more effic-
ient communication possible by increasing the information content of each sound,
since it allows a single segment to differentiate more words. This goal conflicts
with maximizing distinctiveness because fitting more contrasts into the finite
space of possible speech sounds implies that the sounds must be closer together.
Avoiding effortful articulations further restricts the possibilities for realizing dis-
tinct contrasts, so this principle also conflicts with maximization of distinctive-
ness.” Thus selecting a set of contrasts that best satisfies these three goals involves
finding an optimal balance between them (cf. Lindblom, 1986). This optimization
is modeled within the framework of OT.

The preference to maximize the distinctiveness of contrasts is implemented in
terms of a ranked set of constraints requiring a specified minimum perceptual
distance between contrasting forms (6). For example, the constraint MINDIST = 2
requires a minimum perceptual distance of 2 steps on the relevant scale for two
phonemes to be contrastive. Sounds are represented as located in a multidimen-
sional perceptual space where closer sounds are more confusable. For example,
(7) shows the assumed location of high vowels on the dimension corresponding to
F2 frequency, measured in arbitrary units. Assuming for simplicity that these
vowels differ on this dimension only, it can be seen that the contrast [i-u] involves
a distance of 4, and thus satisfies all the MINDIST constraints in (6), while [i-y]
involves a distance of only 1, and thus violates MINDIST = 2 and all lower-ranked
constraints. In other words, the less distinct a contrast is, the greater the violation.

(6) MinpisT=1 > MINDIST=2 > ...> MINDIST= 4

(7) F22 5 4 3 2 1

iy i wu
The preference to maximize the number of contrasts is implemented as a
constraint, MAXIMIZE CONTRASTS, which is satisfied by the largest inventory of
contrasts. A constraint of this type is needed to moderate the effects of distinct-
iveness constraints, which would otherwise always result in the selection of a
few maximally distinct sounds. As suggested above, maintaining more contrasts
is valuable because it allows each segment to differentiate more words. MAXIMIZE
CONTRASTS is a positive constraint in that it assigns positive marks corresponding
to the number of contrasting sounds permitted in the context under evaluation,
rather than assigning violation marks like a standard markedness constraint.
Evaluation of this constraint is indicated in (8) by using one check mark (/) for
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each contrasting sound category in the candidate inventory, so candidate (a) [i-u]
receives two check marks, because there are two contrasting vowels, while can-
didate (d) [i-i-u] receives three check marks. More check marks indicate a better
candidate.

The conflict between these two types of constraints is illustrated in (8-9) with
the simple example of selecting a set of contrasting high vowels. The balance
between maximizing distinctiveness and maximizing the number of contrasts is
determined by position of MAXIMIZE CONTRASTS in the hierarchy of MiNDisT
constraints. In (8), MINDIST = 3 outranks MAXIMIZE CONTRASTS, so the largest
inventory, (d), is eliminated, because it does not satisfy MinDIsT = 3. The most
distinct inventory (a), containing front unrounded and back rounded vowels,
best satisfies the MINDIST constraints, and hence is the winner. Contrasts invol-
ving back unrounded vowels (b), or front rounded vowels (c) are less distinct,
and therefore lose to candidate (a).

® MiINDIST=2 | MINDIST=3 | MAximMizE | MINDIST =4
CONTRASTS
a. & i-u V4
b. i-w v *!
C. y-u 4 *|
d. i-i-u *! Y *

In (9), MAXIMIZE CONTRASTS ranks above MINDIST = 3 — i.e., the number of
contrasts is more important. So the winning candidate is (d) which fits in three
contrasting vowels while satisfying the higher-ranked constraint MINDIST = 2.

©) MinpisT=2 | Maximize | MINDIST=3 | MINDIST =4
CONTRASTS
a. i-u V!
b. i-w 4 &
C. y-u 4 *
d. | ¥ i-i-u L4 * =

Effort minimization is assumed to play a negligible role in the selection of F2
contrasts in most contexts,’ but in other cases it may play a role in explaining
why languages do not avail themselves of maximally distinct contrasts.

Another consequence of effort minimization is that difficult articulations should
only be employed in order to realize more distinct contrasts, so where contrasts
are neutralized, considerations of effort minimization are likely to be dominant.
This leads to the prediction that preferred vowel qualities should depend on
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contrastive status: in F2 contrasts, front unrounded and back rounded vowels are
preferred (8), but if all vowel F2 contrasts are neutralized, backness and rounding
of vowels should be governed by effort minimization. On the other hand, the
basic markedness constraints in (2) are insensitive to contrastive status, and con-
sequently predict that peripheral vowels should be preferred in all circumstances.

Flemming (2004) discusses two test cases in which all F2 contrasts are neutral-
ized: “vertical” vowel inventories, and fully neutralizing vowel reduction in
unstressed syllables, as in English reduction to schwa. Both cases conform to the
predictions of the dispersion-theoretic analysis: backness and rounding of vowels
assimilate to adjacent consonants, often yielding central or centralized vowel
qualities which would be highly marked in F2 contrasts, but are favored by effort
minimization.

The best-known examples of “vertical” vowel inventories, lacking F2 contrasts,
are found in Northwest Caucasian languages such as Kabardian and Shapsug
(Colarusso, 1988, 1992; Kuipers, 1960; Smeets, 1984). These languages are often
described as having only central vowels, but this is a claim about the under-
lying vowel inventory posited as part of a derivational analysis, not an observa-
tion about the surface vowels. On the surface, these languages have a system
of five normal length vowels [i, e, a, o, u] (Kuipers, 1960, pp. 23ff; Smeets, 1984,
p- 123), and a “vertical” system of two extra short vowels, which can be tran-
scribed broadly as [i, a].” However, the precise backness and rounding of these
vowels depends on context. They are realized as a smooth transition between the
lip and tongue positions of the preceding and following consonants, deviating
only to realize the required vowel height (Colarusso, 1988, p. 307). An unrelated
vertical vowel language, Marshallese, is similar (Bender, 1968; Choi, 1992). The
transitional vowel qualities result from assimilation in backness and rounding
to preceding and following consonants, which is plausibly the least effort pro-
duction strategy. The resulting vowel qualities are often central, back unrounded,
front rounded, or short diphthongs involving these qualities — all vowel types
which would be highly marked in the presence of F2 contrasts. There are no
vertical vowel inventories containing the peripheral vowels that are predicted
by the basic markedness constraints in (2) — i.e., there are no inventories such as
li, e, a] or [u, o, a].?

Neutralization of F2 contrasts is also observed in languages such as English
where all vowel quality distinctions are neutralized to a schwa vowel in some
unstressed syllables. This process is also found in Southern Italian dialects
(Maiden, 1995) and Dutch (Booij, 1995). Phonetic studies of schwa in Dutch (van
Bergem, 1994) and English (Kondo, 1994) indicate that this vowel is comparable
to a vertical vowel in that F2 is an almost linear interpolation between values
determined by the preceding and following contexts. Again, schwa is a marked
vowel where there are quality contrasts — it is often excluded from those posi-
tions — but it is the unmarked vowel where all quality contrasts are neutralized.
Basic markedness constraints predict that markedness should not depend on
contrastive status, so we should expect one of the peripheral vowels, [i, u] or [a],
to be the sole vowel in neutralization contexts.

Distinctiveness constraints and basic markedness constraints are also differ-
entiated by predictions concerning enhancement. Distinctiveness constraints
predict that enhancement should only apply to contrasts, since enhancement is
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analyzed as a consequence of constraints on the distinctiveness of contrasts. This
is inherent in Stevens et al.’s (1986) conception of enhancement, but it is not
predicted by analyses in terms of basic markedness constraints, because the
latter are insensitive to contrast. Evidence on this point comes from enhancement
of stop voicing contrasts (Flemming, 2004). Stevens et al. (1986, p. 439) argue that
pre-nasalization can serve as an enhancement of stop voicing. One of the cues
that distinguishes voiced stops from voiceless stops is the presence of voicing
during the closure, as opposed to the silence of a voiceless stop closure (Stevens
& Blumstein, 1981), so the distinctiveness of this contrast can be increased by
increasing the intensity of voicing. This can be achieved by lowering the velum
during the early part of the stop closure, yielding a pre-nasalized stop. It is
generally difficult to sustain voicing during a stop because air pressure builds
up behind the closure, and when oral pressure approaches subglottal pressure,
airflow through the glottis ceases, and voicing ceases (Ohala, 1983; Westbury
& Keating, 1986). Lowering the velum during the stop closure allows air to be
vented through the nose, slowing the build up of oral pressure, and thus facil-
itating voicing. In addition, voicing during an oral stop is radiated only through
the neck and face, resulting in a low intensity acoustic signal, whereas lower-
ing the velum allows sound to be radiated from the nose, resulting in greater
intensity.

Pre-nasalization serves as an enhancement of stop voicing contrasts in Mixtec
(Iverson & Salmons, 1996), Southern Barasano (Smith & Smith, 1971), Guarani
(Gregores & Sudrez, 1967), and a variety of other languages discussed by Herbert
(1986, pp. 16ff) — that is, voiceless stops are contrasted with pre-nasalized stops
rather than plain voiced stops. But voiced stops are never enhanced by prenasal-
ization where they do not contrast with voiceless stops. Non-contrastive voiced
stops can arise through intervocalic voicing, a pattern where voiced stops are
found between vowels ([ada], not *[ata], but only voiceless stops occur elsewhere
([tal, not *[da]). However, we do not find intervocalic prenasalization of stops
(i.e., prenasalized stops between vowels, but only voiceless stops elsewhere).’

These generalizations are very difficult to account for with simple marked-
ness constraints. The existence of languages which have pre-nasalized stops
but not plain voiced stops shows that some markedness constraint must favor
prenasalized stops over voiced stops, e.g., PRENASALIZE “voiced stops should
be prenasalized.” Then a language with voiceless stops and prenasalized stops
(like Mixtec) would be derived by ranking this constraint above faithfulness to
[nasal] (10) so any voiced stops in the input are replaced by prenasalized stops.

(10) PRENASALIZE > IDENT[nasal]

However, this ranking derives prenasalization of voiced stops even where
voicing is not contrastive. For example, if intervocalic voicing of stops follows
from ranking a constraint against voiceless stops occurring between vowels (*VTV)
above faithfulness to voicing (11), then this ranking can be combined with the
prenasalization ranking in (10) to derive the unattested pattern of intervocalic
prenasalization, as shown in (12).

(11) *VTV > IpenT[voice]
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(12)

/ata/ *VTV PRENASALIZE | IDENT [nasal] | IDENT [voice]
a ata *
b. ada #| *
¢ | ¥ ada & N

This consequence is avoided if the constraint PRENASALIZE is replaced by con-
straints favouring maximally distinct voicing contrasts, e.g., *T-D > *T-D (where
T, D, and "D represent voiceless, voiced, and prenasalized stops, respectively).
These distinctiveness constraints only apply to contrasts, so prenasalization of
voiced stops is correctly predicted to occur only where there are voicing contrasts.
Elsewhere voiced stops are preferred over prenasalized stops because voiced
stops are simpler to articulate.

These, and other examples discussed in Flemming (2004), indicate that phono-
logy includes distinctiveness constraints, as we would expect if considerations
of ease of perception influence phonology. Basic markedness constraints do not
follow from perceptual considerations and cannot account for dispersion effects
because dispersion applies only to contrasts while basic markedness constraints
are indifferent to the contrastive status of a sound.

7.3 Licensing by Cue

A second source of evidence for perceptual constraints is the typology of contex-
tual neutralization. Contextual neutralization is a pattern of distribution in which
a contrast is permitted in some environments, but is suspended in others. For
example, stop voicing contrasts may be permitted before sonorants ([ba] vs. [pal,
[bla] vs. [pla]), but not before obstruents ([aptal, *[abta]). In a situation like this,
the voicing contrast is said to be neutralized before obstruents.

Steriade (1995, 1999) observes that different types of contrast have different
characteristic environments of neutralization. For example, the following are well-
attested patterns of distribution for three types of contrasts, following Steriade
(1999):"°

(13) a. Obstruent voicing contrasts are permitted only before sonorants (e.g.,
German, Lithuanian, Russian, Sanskrit).
b. Major place contrasts (labial vs. coronal vs. dorsal) are permitted only
before vowels (e.g., Japanese, Luganda, Selayarese).
c. Retroflexion contrasts (retroflex vs. apical alveolar) are permitted only
after vowels (e.g., Gooniyandi, Miriwung, Walmatjari).

Steriade argues that the general characterization of these diverse contexts of
neutralization makes crucial reference to perceptual distinctiveness: in each case,
the contrasts are neutralized first in environments where “the cues to the relev-
ant contrast would be diminished or obtainable only at the cost of additional
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articulatory maneuvers” (Steriade, 1997, p. 1). Contrasts differ in their distribu-
tion of cues so they are subject to different patterns of neutralization. This is
dubbed the “Licensing by Cue” hypothesis — the presence of a contrast in a
particular environment is licensed by the availability of perceptual cues to that
contrast.

For example, the distribution of obstruent voicing contrasts (13a) is analyzed in
these terms by Steriade (1997). One of the primary cues to obstruent voicing
distinctions is Voice Onset Time (VOT), the lag between the release of the obstruent
constriction and the onset of voicing (Lisker & Abramson, 1970). Steriade observes
that this cue is generally only available where a voiced sonorant follows, and so
is absent before obstruents, and in word-final position before pause. Voicing con-
trasts in these environments can only be realized by cues such as voicing during
the consonant constriction, consonant duration, and duration of the preceding
vowel, which are hypothesized to be weaker cues than VOT. So according to this
analysis, languages like Russian and German disallow voicing contrasts in pre-
cisely the environments where a key cue to the contrast, VOT, is unavailable.
Given the importance of VOT as a cue to obstruent voicing, it is very plausible
that voicing is less confusable before sonorants than before obstruents or word-
finally, but there is surprisingly little direct evidence on this point. Studies of
voicing perception generally have not directly compared perception of voicing in
different contexts.

Similar factors have been argued to explain restrictions on the distribution of
major place contrasts (labial vs. coronal vs. dorsal). These contrasts preferentially
occur where there is a following vowel, or, failing that, a following approximant.
A number of studies have shown that major place distinctions are less confusable
in pre-vocalic position than in pre-consonantal or pre-pausal position (Redford &
Diehl, 1999; Wright, 2001). Fujimura, Macchi, and Streeter (1978) and Ohala (1990)
have also shown that release cues to major place contrasts dominate over closure
cues in stimuli that have been edited so that these cues conflict. This difference
in distinctiveness appears to have multiple causes. The greater distinctiveness of
pre-vocalic stops may be attributed to the presence of the release burst which
provides cues to place, in addition to the formant transition cues that are also
available in post-vocalic position (Dorman, Studdert-Kennedy, & Raphael, 1977).
Consonant clusters are often articulatorily overlapped so the constriction of a
second consonant is formed before the constriction of the first consonant is
released. Where the second consonant is an obstruent, this results in the loss or
attenuation of the release burst of the first consonant (Henderson & Repp, 1982).

Another factor that has been suggested to contribute to the greater distinctive-
ness of pre-vocalic place contrasts is the nature of the peripheral auditory sys-
tem (Wright, 1996, 2001). Auditory nerve fibers respond most strongly to rapid
rises from low intensity within their frequency band, and the transition from a
consonant to a vowel often involves rapid onsets of this kind, especially where
the consonant is an obstruent (Delgutte & Kiang, 1984; Greenberg, 1995). This
effectively amplifies release formant transitions and stop bursts. As noted by
Ohala (1990, pp. 261ff), experiments by Fujimura et al. (1978) support an auditory-
perceptual basis for the greater distinctiveness of onset consonants: they found
that in stimuli with conflicting cues to place, release cues dominated closure cues,
even when the stimuli were played backwards —i.e., the release cues were reversed
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closure transitions. However, Redford and Diehl (1999) also found that the formant
transitions of onsets were more distinctly articulated than word-final consonants,
so production differences may play a role in explaining the observed difference
in distinctiveness.

The patterns of distribution of obstruent voicing and major place contrasts are
broadly similar in that both preferentially occur before sonorants, but there are
differences of detail, some of which follow from differences in the nature of the
cues to these two types of contrast. When obstruent voicing contrasts are per-
mitted before sonorant consonants, they are allowed before all sonorants, whereas
major place contrasts are usually subject to further restrictions. For example,
many languages, including English, do not allow coronal stops before coronal
laterals, although labials and velars contrast in this environment: plan, clan, *tlan
(Kawasaki, 1982, p. 14).

The insensitivity of voicing contrasts to the nature of a following sonorant is
expected, given that the primary cue to voicing is VOT. The realization of VOT
depends only on the presence of a voiced sonorant of sufficient duration; place
of articulation, nasality, and laterality make little difference. On the other hand,
primary cues to stop place contrasts are the release burst and formant transitions.
Approximants and vowels allow the realization of both, but simply realizing a
burst and formant transitions is not adequate to support contrast: the burst and/
or formant transitions must be distinct for contrasting places of articulation. The
distinctiveness of these cues can be affected by coarticulation with the following
vowel or approximant.

Kawasaki (1982, pp. 157ff) and Flemming (2002, pp. 132ff) argue that these
factors underlie the restrictions on coronal stops before laterals. That is, coarti-
culation effects make the burst and formant transitions of coronals insufficiently
distinct from velars in this context. The lateral constrains the position of the tongue
tip and body, so the formant transitions in coronal-lateral and velar-lateral clusters
are very similar, while a labial is generally distinguished by a lower F2 due to
lip constriction (Kawasaki, 1982, pp. 67ff; Olive, Greenwood, & Coleman, 1993,
p. 284). The coronal and velar closures are at or behind the location of the lateral
constriction, so in both cases frication noise is generated at this lateral constric-
tion at release, resulting in acoustically similar bursts.

A more striking example of how distribution of contrasts differs depending on
the nature of the cues involved comes from the comparison between major place
contrasts and retroflexion contrasts (Steriade, 1995, 2001). The contrast between
retroflex and apical alveolar consonants is found in many Australian and Dravidian
languages. It is commonly restricted to positions following a vowel, so it is
neutralized word-initially and following consonants (Steriade, 1995). This is in
sharp distinction from most other place contrasts, which, as we have seen, occur
preferentially before vowels. Steriade argues that this difference follows from
differences in the distribution of cues to these types of contrasts. Retroflexes are
distinguished from apical alveolars by a low third formant at closure (Stevens &
Blumstein, 1975). However, the tongue tip moves forward during the closure of
a retroflex and is released at the alveolar ridge, so these sounds are articulat-
orily and acoustically very similar at release (Anderson, 1997; Butcher, 1995;
Dave, 1977; Spaji¢, Ladefoged, & Bhaskararao, 1994). Closure transitions are only
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available where the consonant is preceded by a vowel, hence this cue is missing
in other environments, making the contrast less distinct (Anderson, 1997). So the
retroflexion contrast differs from other place contrasts in that it is realized most
distinctly on a preceding vowel rather than a following vowel, but given this
difference we can see that all place contrasts are liable to neutralize in envir-
onments where it would be difficult to make them distinct.

It should be noted that the patterns of distribution described for major place
and obstruent voicing contrasts have often been analyzed as involving neutra-
lization of contrasts in the coda of syllables (e.g., Ito, 1989; Vennemann, 1972).
Steriade (1997, 1999) and Co6té (2000) present detailed arguments in favor of the
“Licensing by Cue” analysis. In the present context, the important weaknesses of
a coda-neutralization account are that it does not extend to retroflexion contrasts,
which are neutralized in word-initial and post-consonantal onsets, but are per-
mitted in codas and intervocalic onsets, and that it cannot relate the patterns of
distribution to the nature of the features involved.

While the analyses sketched above indicate that considerations of distinctive-
ness play a central role in accounting for the distribution of contrasts, it is clear
that other constraints are important also. For example, stop bursts will only be
absent before obstruents if some constraint requires the stop closure to overlap
with the following consonant. One general phenomenon that implicates addi-
tional constraints is word-final neutralization. For example, in German, obstruent
voicing is neutralized preceding obstruents and in word-final position. For words
spoken in isolation, these are both environments in which VOT cues are unavail-
able, because there is no following sonorant, but in phrase-medial position, a
word-final obstruent might be followed by a sonorant, allowing the realization of
VOT differences. If contrast is governed strictly by the availability of cues, the
voicing contrast should be permitted in this context, but in German, and many
similar languages, voicing is neutralized in word-final position, regardless of
phrasal context. So the analysis in terms of licensing by cue must be supple-
mented by additional constraints relating to morphosyntactic structure. Steriade
(1997) analyzes this pattern as resulting from generalization of the citation form
of words. That is, there is a general preference to give words a uniform pronuncia-
tion in all contexts, and this is modeled on the pronunciation of the word spoken
in isolation. This analysis is formalized in terms of Output-Output Correspond-
ence constraints (Benua, 1997; Kenstowicz, 1997; Steriade, 2000). A comparable
distinction between word-internal and cross-word sequences must be made in
syllabification-based analyses in order to block syllabification of a word-final
consonant as an onset to a following vowel-initial word.

7.3.1 Formalizing Licensing by Cue

Steriade (1997, 1999) formalizes the Licensing by Cue hypothesis in terms of
constraints on the distinctiveness of contrasts. Although the specifics are rather
different from dispersion theory, the general conception is very similar, so the
same constraints motivated above in the analysis of enhancement can be used to
analyze patterns of contextual neutralization (Flemming, 2002, pp. 40ff)."
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7.3.1.1 Distinctiveness constraints

In the case of obstruent voicing, we will assume that there is a perceptual dimen-
sion corresponding to VOT, which takes a value of 0 for voiced and 1 for voiceless
obstruents.”” Languages that restrict voicing contrasts to pre-sonorant positions
require a VOT difference for the contrast to be adequately distinct. In other words,
MinpisT = VOT:1 ranks above MAXIMIZE CONTRASTS. This sets a threshold for
minimum distinctiveness that can be met in pre-sonorant position, so a voicing
contrast is permitted in that environment (14).

(14) Y MiNDIST MAXIMIZE *[+voice, —son]
=VOT:1 CONTRASTS
a. |  dVtv 4 *
b. dv 4 *
c. tv 4

Pre-pausally, no VOT difference is possible, and a difference in closure voicing
alone is insufficient, so a voicing contrast is not permitted (15, # indicates a word
boundary). Given that there is no contrast, obstruents are realized with the least-
effort laryngeal state. In pre-pausal position, this is voiceless, given the difficul-
ties involved in maintaining vocal fold vibration during an obstruent (cf. Section
7.2.3). This preference is formalized as a constraint against voiced obstruents,
*[+voice, —sonorant].

(15)

V_ # MINDIST MAXIMIZE *[+voice, —son]
=VOT:1 CONTRASTS
a. Vd#-Vi# *1 4 *
b. Vd# v *|
c |F Vi# v

Voicing contrasts are also neutralized before obstruents, because VOT differ-
ences cannot be realized in this position either (17). However, in this case, the
neutralized stop is voiced, assimilating to the following obstruent (in this case
[g]). A plausible analysis of this pattern is that it is especially difficult to initiate
voicing during an obstruent — due to hysteresis effects it is easier to maintain
voicing from a sonorant into a following obstruent than it is to initiate voicing
during an obstruent following a voiceless sound (Westbury & Keating, 1986).
Thus we can posit the constraint in (16), named *TD for brevity, universally
ranked above *[+voice, —son].

(16) *TD: *[-voice][+voice, —sonorant]
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This constraint forces assimilation in obstruent sequences, as shown in the
following tableau:

(17) V_gV MINDIST MAXIMIZE *TD *[+voice, —son]

=VOT:1 CONTRASTS

a. | VdgV-VtgV *1 4 * *
b. | ¥ VdgV v/ *
C. VigV v *1

Languages with broader distribution of obstruent voicing rank MAXIMIZE
CONTRASTS above MINDIST = VOT:1, tolerating less distinct contrasts in order to
realize more contrasts. But no language will prefer less distinct contrasts over
more distinct contrasts of a similar type.

Neutralization of retroflexion is analyzed along similar lines: a MINDIST
constraint requiring an F3 difference is ranked above MAXIMIZE CONTRASTS, SO
the contrast is neutralized where it is not possible to realize this cue.

7.3.1.2  Faithfulness constraints

An alternative approach to formulating the perceptual constraints that account
for these generalizations about the distribution of contrasts makes use of faithful-
ness constraints (Boersma, 1998; Jun, 1995; Steriade, 1995, 2001). This is a natural
move since faithfulness constraints play a central role in the regulation of con-
trasts in standard OT. Essentially, a faithfulness constraint like IDENT F, where F
is a feature, favours preserving underlying differences — if the input contains
[+F], the output should contain [+F], if the input contains [-F], the output should
contain [-F]. So if IDENT F is satisfied, an underlying difference between [+F]
and [-F] is preserved on the surface, and the language has a contrast in F.

Perceptual factors are introduced by distinguishing IDENT F constraints for
different contexts, then ranking them according to the distinctiveness of an F
contrast in that context. For example, we might posit the ranking of IDENT[voice]
constraints in (18).

(18) IpeNT[voice]/ _ [+son] > IpENT[voice]/ # > IDENT[vOice]/ _[-son]

The distribution of voicing contrasts is then determined by the position of a
constraint against voiced obstruents, *[+voice, —son]. For example, the ranking in
(19) derives neutralization everywhere except before sonorants (the German pat-
tern)."” If *[+voice, —son] is ranked lower, then the contrast is permitted in more
positions, but again contrasts are permitted first in more distinct environments.
These constraints predict that neutralization always yields voiceless obstruents,
so an additional constraint, such as *TD, is required to derive assimilation to
following obstruents.

(19) IpenTt[voi]/ _ [+son] > *[+voice, —son] > IpENT[vVOi]/ _ # > IDENT[VOi]/
_ [-son]
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This approach works elegantly in simple cases, but it has some limitations that
make it incapable of providing a comprehensive account of perceptual effects.
The fundamental limitation of faithfulness constraints is that they can only block
change between input and output, they cannot motivate change. This is prob-
lematic because there are various phenomena that have been argued to be percep-
tually motivated which crucially involve unfaithfulness to input forms, including
the dispersion phenomena discussed in Section 2. For example, a language with
only the peripheral vowels [i, e, a, o, u] must unfaithfully map non-peripheral
input vowels such as [y, w] onto one of these vowels. Ranking IDENT[round] low
in the constraint hierarchy, for example, makes it relatively acceptable to realize
[y, w] as [i] and [u] respectively, but it does not favor these realizations. Unfaith-
ful mappings can only be motivated by markedness constraints, and as we have
seen above, the markedness constraints that best account for this pattern are
distinctiveness constraints implementing a preference for maximally distinct F2
contrasts. The same applies to other cases of dispersion and enhancement. For
example, enhancement of voicing contrasts by pre-nasalizing voiced stops (Sec-
tion 7.2.3) implies unfaithful realization of input voiced stops as pre-nasalized
stops, which must be motivated by a markedness constraint.

More generally, perceptually-ranked featural faithfulness constraints can only
account for patterns of neutralization, but arguably neutralization is just one way
of avoiding an otherwise indistinct contrast. That is, an indistinct contrast may
be avoided by giving up the contrast (neutralization), or by making the contrast
more distinct (enhancement). We have seen that distinctiveness constraints can
be used to derive both patterns, but perceptually-ranked faithfulness constraints
can only derive neutralization.

This limitation applies not only to the analysis of segment-internal enhance-
ments of the kind just discussed, but also to modification of the environment of
a contrast (cf. Coté, 2000, pp. 175ff; Hume & Johnson, 2001, pp. 8ff). For example,
it has been suggested that vowel epenthesis is often motivated by the need
to make consonant contrasts more distinct (e.g., Coté, 2000; Wright, 1996, p. 40).
One such pattern is epenthesis into clusters of three consonants, exemplified
from Yawelmani Yokuts (Kisseberth, 1970; Newman, 1944) in (20). Similar pat-
terns are observed in Cairene Arabic (Broselow, 1976) and Lenakel (Lynch,
1978).

(20) /pa?t + mi/

cf. /patt + al/
/lihm + mi/

cf. /lihm + al/

— [patitmi] ‘having fought’
— [pa?tal]  ‘might fight’

— [lihimmi] ‘having run’

— [lihmal] ‘might run’

Coté (2000) analyzes this pattern in terms of the markedness constraint C<>V:
“A consonant is adjacent to a vowel” — that is, epenthesis applies to ensure that
every consonant is adjacent to a vowel, which is not the case in a triconsonantal
cluster. Formally, epenthesis is derived by ranking C<>V above DEpPV, the faith-
fulness constraint that is violated by inserting a vowel' (see Kager, 1998, pp. 107ff;
for a similar analysis based on syllabification constraints).

As Coté (2000) argues, it is perceptually desirable for consonants to be adjacent
to a vowel because many consonantal contrasts are best realized in this position.
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As noted above, formant transitions are important place cues that are best real-
ized on a vowel. The contrast between presence and absence of a consonant is
also more distinct adjacent to a vowel because the change in constriction between
consonant and vowel results in salient spectral discontinuities (Liu, 1996; Ohala,
1980; Stevens, 1998, pp. 245ff). The nature of the spectral change, e.g. the rate and
magnitude of change in different frequency bands, may also provide cues to
consonant manner (Liu, 1996; Stevens, 1985).1°

This analysis cannot be implemented in terms of perceptually-ranked faithful-
ness constraints. Ranking constraints against consonant deletion (MaxC) according
to the strength of the cues to the presence of a consonant can only allow deletion
of poorly-cued consonants, it cannot motivate epenthesis to improve the cues
to a consonant. The unfaithful insertion of a vowel can only be motivated by a
markedness constraint violated by triconsonantal clusters, such as C<>V.

Perceptually-ranked faithfulness constraints favor perceptually minimal changes
between input and output. This arrangement predicts that indistinct contrasts are
more likely to be lost because they can be neutralized by perceptually minimal
changes, but it does not implement a general preference for distinct contrasts, and
so cannot account for the observed range of perceptually motivated phenomena.
However, there is evidence that perceptually minimal change between input
and output is preferred in alternations (i.e., contextual variation in the realization
of morphemes) (Steriade, forthcoming), so perceptual ranking of faithfulness
constraints may be motivated on independent grounds.

7.3.1.3 Sound change via misperception

The limitations of perceptually-ranked faithfulness constraints are shared by some
theories that locate perceptual constraints in the process of sound change rather
than in synchronic grammars (e.g., Blevins & Garrett, 1998; Ohala, 1990). Accord-
ing to these accounts, indistinct contrasts appear to be dispreferred in languages
because they are more likely to be lost over time through misperception on the
part of language users. For example, Ohala (1990) argues that consonants often
assimilate in place to a following consonant (e.g. anka > apka) because the
unassimilated cluster is easily misperceived as the assimilated cluster. This is
related to the observation above that post-vocalic major place contrasts are
relatively indistinct, but according to Ohala this pattern results from “‘innocent’
misapprehension” on the part of listeners, so no dispreference for indistinct
contrasts needs to be encoded in grammars.

Sound change through misperception, like perceptually-ranked faithfulness
constraints, can only hope to account for neutralization, not dispersion or
enhancement. For example, at least some cases in which stop voicing contrasts
are enhanced by prenasalization of voiced stops (Section 7.2.3) seem to have arisen
via a sound change from earlier voiced stops to prenasalized stops (Herbert, 1986,
pp. 16ff). This change cannot be attributed to misperception, rather prenasalization
seems to be a strategy that speakers have hit upon to make stop voicing contrasts
more distinct, so a preference for distinct contrasts is necessary to account for this
pattern. In general, a mechanism of sound change via misperception only pre-
dicts that less distinct contrasts are more likely to be lost, it cannot account for
cases in which speakers appear to take measures to increase the distinctiveness
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of contrasts — i.e., dispersion and enhancement phenomena (cf. Steriade, 2001,
pp. 233ff for a similar argument).

Relating sound change directly to patterns of misperception also incorrectly
predicts some unattested sound changes. For example, a study of vowel confu-
sions in French (Robert-Ribes et al., 1998) found that [i] is confused with [y]
much more frequently than it is confused with [u]. This difference in distinctive-
ness is expected, and is hypothesized to lie behind the cross-linguistic preference
for contrasts like [i-u] over front rounding contrasts like [i-y]. An “innocent mis-
apprehension” model might attribute this preference to the greater tendency
for [i-y] contrasts to be lost through misperception. However, the study found
that [i] is misidentified as [y] at about the same rate as the converse misidenti-
fication of [y] as [il. So if sound changes arise from misperception, we would
expect a change [i] > [y] to be as likely as [y] > [i], but while the latter change is
well attested (e.g., in Old English (Lass & Anderson 1975, pp. 286ff) and Greek
(Newton, 1972, p. 19)), unconditioned rounding of front vowels is unattested.
Significantly, unrounding front vowels increases the distinctiveness of front-back
contrasts, while the unattested change would reduce distinctiveness without any
compensatory benefits.

7.3.1.4 Basic markedness constraints

A final approach to formalizing the perceptual constraints responsible for con-
textual neutralization is to use basic markedness constraints. For example, in the
analysis of voicing neutralization reviewed above, Steriade (1997) proposes a
distinctiveness constraint against obstruent voicing contrasts appearing where
there is no following sonorant. The closest equivalent basic markedness constraint
would be a constraint requiring voiced obstruents to be followed by sonorants
(cf. Lombardi, 1995, 1999). Constraints of this kind are widely used in the analysis
of contextual neutralization (McCarthy, 2002, p. 87), but usually without appeal-
ing to any perceptual motivation. However, some researchers have used basic
markedness constraints to formalize perceptually motivated constraints (e.g.,
Cété, 2000; Hume, 1998).

We saw in Section 7.2.3 that basic markedness constraints are inadequate for the
analysis of dispersion effects, and are difficult to motivate on perceptual grounds
because perceptual considerations disfavour indistinct contrasts, not individual
sounds. Similar difficulties face the use of basic markedness constraints in the
analysis of Licensing by Cue effects. A basic constraint on obstruent voicing must
ban [+voice] or [-voice] rather than the contrast between them. This is not only
perceptually unmotivated, it leads to empirical difficulties. For example, it is
common for the result of neutralization to be phonetically distinct from either of
the sounds that occur in positions of contrast (cf., Trubetzkoy, 1939, pp. 71-3).
This is the case in the neutralization of retroflexion contrasts, for example. Butcher
(1995) studied several Australian languages that contrast retroflex and apical
alveolar consonants, and found that neutralization of this contrast in word-initial
position yields an intermediate consonant, generally post-alveolar (unlike apical
alveolars), but apical rather than sub-laminal (the contrastive retroflexes are sub-
laminal). This intermediate status is reflected in uncertainty among Australianists
as to the appropriate transcription for these sounds (Butcher, 1995; Steriade, 1995).
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If the distinction between retroflexes and apical alveolars is treated as binary (e.g.
[+/—anterior]), then formulating a constraint against either retroflexes or apical
alveolars in word initial position predicts that the other articulation should be
favored in neutralization, which is not accurate, since an intermediate articula-
tion is actually observed. If we make a three-way distinction between apical
alveolars, retroflexes, and an intermediate articulation, then it is possible to for-
mulate constraints against either extreme appearing in word-initial position,
but it would also be necessary to prevent the intermediate place from surfacing
in environments of contrast. These problems are avoided if we recognize that it is
the contrast between retroflexes and apical alveolars that is problematic in word-
initial position. In the absence of contrast, the intermediate apical is preferred as
less effortful than a sub-laminal retroflex, but more distinct from laminal coronals
than an apical alveolar.

7.4 Conclusions

The evidence reviewed here leads to the conclusions that (1) speech perception
does play a role in shaping phonological patterns, and (2) the relevant constraints
are constraints on the distinctiveness of contrasts.

We have examined two types of phonological patterns that have been related
to the perceptual properties of speech sounds: dispersion/enhancement and con-
textual neutralization. Both phenomena can be analyzed in terms of a preference
for more distinct contrasts and the converse dispreference for indistinct contrasts.
Dispersion of contrastive sounds in perceptual space is a direct consequence of
maximization of distinctiveness, while enhancement phenomena simply reflect
the fact that greater distinctiveness is often achieved by covarying physiolo-
gically unrelated articulations such as tongue body backness and lip rounding.
Contextual neutralization also follows from the preference for distinct contrasts
given the fact that the distinctiveness of a contrast type varies according to con-
text. For example, obstruent voicing contrasts are more distinct before a sonorant
than in other environments, so some languages only allow voicing contrasts
before sonorants, neutralizing the contrast elsewhere.

Thus, the two patterns are fundamentally similar: a language with front
unrounded and back rounded vowels avoids the less distinct contrasts between
front rounded and back rounded vowels, and a language that only allows
obstruent voicing contrasts before sonorants avoids the less distinct contrasts
involving obstruent voicing in other contexts. Alternative analyses in terms of
basic markedness constraints, perceptually-ranked faithfulness constraints, or
sound change through misperception are more conservative in that they operate
with the basic types of markedness and faithfulness constraints most widely
used in OT phonology, but they cannot provide adequate accounts of the full
range of perceptually-based phonological phenomena.
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NOTES

1

I would like to thank David Pisoni,
Robert E. Remez, and Donca Steriade
for helpful comments on this chapter.
For more detailed introductions to
OT, see Kager (1998) and McCarthy
(2002).

It is common to specify central
vowels as [+back, —round], in which
cases these constraints are sufficient.
If central vowels are distinguished
from back unrounded vowels, a
constraint against this class of vowels
is required also.

The dotted line between the top two
constraints in (3—4) indicates that the
relative ranking of these constraints
cannot be determined - that is, either
ranking yields the desired result.
Articulatory effort is not necessarily
equivalent to energy expenditure.
Although this is usually assumed

to be an important component of
articulatory effort (e.g., Kirchner,
1998; Lindblom, 1983; Nelson, 1983),
there may also be costs associated
with precision, for example. The
aspect of effort that is most relevant
in the examples discussed here relates
to the smoothness of movements —
movements are hypothesized to be
more difficult if they involve abrupt
changes in direction. It has been
observed that humans generally
employ smooth trajectories in speech
production (Perkell, 1997, p. 357)

and in arm movements (e.g., Flash &
Hogan, 1985; Uno, Kawato, & Suzuki,
1989). This preference has been
attributed to minimization of energy
expenditure (Nelson, 1983), but it
has also been analyzed in terms of
minimizing error in the face of noise
internal to the motor control system
(Harris & Wolpert, 1998).

Effort becomes a more significant
factor where vowel duration is

very short, and in the environment
of consonants that place strong
constraints on F2, such as palatalized

7

10

11

and velarized consonants (Flemming,
forthcoming).

Kuipers actually transcribes the
Kabardian high vowel as [3], the
mid-vowel as [a], and the “long” low
vowel as [a], and Colarusso (1988)
follows him in this. However, their
descriptions, Colarusso’s phonetic
transcriptions, and acoustic data in
Choi (1991) all indicate that the
vowels are actually high and mid,
respectively.

It might be suggested that vertical
vowels are phonologically unspecified
for [back] and [round] rather than
being specified for the marked vowel
qualities described here (Choi, 1992).
However, such unspecified vowels
only occur in the absence of F2
contrasts, so this would imply an
even more dramatic change from a
preference for peripheral vowels in F2
contrasts to a preference for otherwise
unattested unspecified vowels where
there is no contrast.

See Kingston and Diehl (1994) for

a related argument that voicing-
dependent perturbations of F,
adjacent to stops are active
enhancements of stop voicing
contrasts, so these effects are reduced
or absent where there is no voicing
contrast.

References: German, Lithuanian,
Russian, Sanskrit: Steriade (1997),
Japanese: Ito (1989), Luganda: Tucker
(1962), Selayarese: Mithun and Basri
(1986), Gooniyandi: McGregor (1990),
Miriwung: Hamilton (1996),
Walmatjari: Hudson and Richards
(1969).

Steriade proposes constraints of

the form *owvoice/C that penalize
obstruent voicing contrasts in

a particular context, C. These
constraints are ranked according

to the richness of cues to voicing
available in that context. These
constraints are replaced here by
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MINDIST constraints that refer directly
to the cues that differentiate
contrasting obstruents. This allows
for variability in the cues realized

in a given context, depending on

the production strategy adopted

(cf. Koontz-Garboden, 2002; Steriade,
1997).

12 In fact there are two basic types of
obstruent “voicing” contrasts: fully
voiced vs. voiceless unaspirated, and
voiceless unaspirated vs. aspirated,
so a more general analysis requires
three levels of VOT (Flemming,
2002).

13 This analysis is structurally very
similar to the one proposed in
Lombardi (1995), but Lombardi
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8 Acoustic Cues to the
Perception of Segmental
Phonemes

LAWRENCE ]J. RAPHAEL

8.1 Introduction

This paper reviews some of what is known — and, by default, some of what is not
known — about the acoustic cues to the perception of segmental phonemes of
human language. “Perception” in this context refers only to human responses to
acoustic stimuli. It does not refer to algorithmic and other analyses of the acoustic
signal that are used to sort phonemes into categories, although such analyses may
be discussed when they have served as the basis for constructing experimental
stimuli to test human perception.

The major focus in this paper will be on the identity of the acoustic cues, that
is, what they are, rather than on how they may be processed. This distinction is
not an easy one to make. Indeed, in some instances it is not possible to maintain
it. There are several reasons for this, including the fact that multiple cues to a
percept may function as part of an integrative process and often enter into trading
relationships with one another. Then, too, the research claiming primacy for one
speech cue or another is often driven by theoretical concerns that implicate process-
ing as evidence. Although discussion of the relative importance of speech cues
continues, as it has for the past half century, more recent research has tended to
recognize that primacy may shift from one cue to another because of such factors
as phonetic context, speaker, and the linguistic experience of listeners. Conse-
quently, a common theme throughout much of what follows is that several cues
to the perception of a particular speech sound are often available to listeners and
that listeners are capable of using some or all of them.

The organization of this description of acoustic cues follows a rationale that is
dictated, in general, by speech articulation: It begins with the stop consonants
(the sounds with the greatest articulatory constrictions/obstructions to airflow),
and proceeds through the fricatives (and affricates), nasals, semivowels, and
vowels/diphthongs (the sounds usually described has having the most open,
unobstructed articulations).

The reader will notice that the lion’s share of space has been devoted to the
stop consonants and the vowels. This is merely a reflection of the fact that these
sounds have attracted more attention — and more controversy — from and among
speech scientists than any other classes of sounds.
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8.2 The Acoustic Cues: Consonants
8.2.1 Acoustic cues to the stop consonants

82.1.1 Manner

The acoustic cues to the stop manner of articulation were first established mainly
by using spectrograms as the basis for creating synthetic speech stimuli. One
of the most noticeable acoustic features associated with stops in spectrograms is
the vertical spike marking the release, and it was a synthetic approximation to
this spike that was first used in the initial perceptual studies of stops by Liberman
and his colleagues at Haskins Laboratories (Cooper et al., 1952; Liberman, Delattre,
& Cooper, 1952). The experimenters observed that “stops as a class could be
approximated satisfactorily by representing the sounds as vertical bars ...”
(Liberman et al., 1952, p. 500). Indeed, it is clear that in the earliest stages of
research, the experimenters equated stop manner with stop release and its acoustic
man-ifestation and recognized its presence in the acoustic signal as a cue.

When copying spectrographic features as synthetic patterns, experimenters soon
noticed the vowel formant transitions following the release of initial stops. They
discovered that voiced stop + vowel syllables could be successfully synthesized
without the presence of a burst (at least before vowels with a relatively high F1)
as long as the frequency of the first formant transition was rising (Cooper et al.,
1952; Liberman et al., 1954). Thus, a rising first formant joined the inventory
of stop manner cues. In order to synthesize voiceless stops, however, the experi-
menters found that they had to reduce the extent of the F1 transition. That they
could reduce this cue and still obtain stop percepts was a function of the CV
syllables they were creating. That is, the (relative) silence that accompanies stop
closure and the rapid increase in signal intensity following release were both
represented in the synthetic stimuli. When the experimenters synthesized nasal +
vowel syllables, the nasal resonances replaced the silence and the rise in the F1
transition was completely eliminated. This confirmed the initial hypothesis that
the rising F1 transition did, indeed, have cue value for stop manner.

The importance of the relative silence of the closure interval as a cue to stop
perception was not established experimentally for several years (Bastian, 1962;
Bastian, Eimas, & Liberman, 1961; Dorman, Raphael, & Liberman, 1979; Raphael
& Dorman, 1980). This was done by inserting a short interval of silence between
the frication of [s] and the onset of the formant transitions for [1] in the word slit,
which caused listeners to hear it as split.

The salience of the silent interval as a cue to stop manner has been exploited
by many subsequent studies focusing on such matters as perceptual coherence,
trading relationships between and among cues, and the relationship of speech
production to speech perception (Best, Morrongiello, & Robson, 1981; Dorman
et al., 1979; Fitch et al., 1980; Hodgson & Miller, 1996; Nittrouer & Crowther,
2001; Summerfield & Bailey, 1977; Summerfield et al., 1981).
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8.2.1.2 Place

The acoustic cues to the place of articulation of stop consonants were first estab-
lished in the 1950s. Early work from Haskins Laboratories using synthetic stimuli
identified the contributions of burst “frequency,” and the transitions of the second
and third formants following stop release (and preceding stop closure) (Harris
et al., 1958; Liberman et al., 1952; Liberman et al., 1954).

It should be understood that the earliest perceptual study of burst frequency,
which employed stimuli synthesized on the pattern playback, included schematic
stop bursts that were of uniform and limited bandwidth (600 Hz) and duration
(15 ms). Some examples of the stimuli are shown in Figure 8.1. The synthetic
vowels that followed the bursts were steady-state and of uniform duration (300 ms).
The early findings of the experiment were most notable for the observation that
the perception of the stop bursts was, to a certain extent, context-dependent. That
is, although high-frequency bursts (above 3000 Hz) and very low-frequency bursts
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Figure 8.1 Synthetic stimuli used by Liberman, Delattre, & Cooper (1952) to determine
the effect of combining stop bursts of different frequencies with two-formant vowels.
(a) shows the frequencies of the synthetic bursts; (b) shows the frequencies of the vowel
formants that were combined with each of the various bursts; (c) shows one of the
synthetic syllables.

Source: A. M. Liberman, P. C. Delattre, & F. S. Cooper (1952). The role of selected stimulus
variables in the perception of the unvoiced stop consonants. American Journal of Psychology, 65,
497-516. Reprinted with the permission of the American Journal of Psychology.
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(360 Hz) were perceived consistently as /t/ and /p/, respectively, a mid-
frequency burst (1440 Hz) was perceived as /p/ before /i/ and /u/, but as /k/
before /a/ (see als