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Abstract

Due to its continuously increasing occurrence, naré more families are influenced by diabetes melliMost diabetics
know little about their health quality or the rifdctors they face prior to diagnosis. In this studg have proposed a novel
model based on data mining techniques for predjdiipe 2 diabetes mellitus (T2DM). The main prokdeimat we are trying
to solve are to improve the accuracy of the presfianodel, and to make the model adaptive to ntoee bne dataset. Based
on a series of preprocessing procedures, the nwdemprised of two parts, the improved K-meansu@gm and the logistic
regression algorithm. The Pima Indians Diabetesa&#tand the Waikato Environment for Knowledge Asialtoolkit were
utilized to compare our results with the resultarfrother researchers. The conclusion shows thahtue| attained a 3.04%
higher accuracy of prediction than those of otksearchers. Moreover, our model ensures that tasetajuality is sufficient.
To further evaluate the performance of our model agplied it to two other diabetes datasets. Bepeements’ results show
good performance. As a result, the model is sh@Aretuseful for the realistic health managemeuuliaiietes.
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1. Introduction

Diabetes mellitus (DM) is a chronic disease thatharacterized by high blood glucose. Nearly hél&alb diabetics have
household heredity factors, which is one of the tnmoportant features of DM. Failure of the pancreaproduce enough
insulin and the body’s inefficient use insulin &i@h pathologic causes of DM. There are two tydd3M. The pathogenesis
of type 1 diabetes mellitus (T1DM) is that the paas secretes damagedells, preventing it from lowering blood glucose
level in time. Insulin resistance and insulin sdoredeficiency are the pathogeneses of type 2et@gbmellitus (T2DM),
which is also called non-insulin dependent DM.

In the past 30 years of development in China, witing number of diabetics, people have starteétize that this chronic
disease has deeply impacted every family and enetgalaily life. There is an ascending trend ingheportion of diabetics in
the general population, and the growth rate of ndéddetics is higher than that of female diabetas shown in Fig. 1.
According to some official statistics, the numbédiabetics in China was nearly 110 million in 20This means that China
has the largest diabetic population in the world.
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Figure 1. Trend of Diabetics proportion in China



The International Diabetes Federation (IDF) presthrd latest data on DM in the Diabetes Atlas (8#vEdition) [1]. It shows
that in 2015, the number of diabetics worldwide wlase to 415 million. In terms of the populatiamgth trend of diabetics,
it predicts that the number will approach to 648iam, or one in ten adults.

In order to lower the morbidity and reduce theugfice of DM, it is vital for us to focus on a higbk group of people with DM.
According to the latest World Health OrganizatictdHO) standard, the definitions of groups with ahhigsk of DM are as
follows:

® Age = 45 and seldom exercising

BMI = 24kg/nf

Impaired glucose tolerance (IGT) or impaired fagigucose (IFG)
Family history of DM

Lower high-density lipoprotein cholesterol or hytigtyceridemia (HTG)
Hypertension or cardiovascular and cerebrovasclisaase

® Gestation female whose age30

In order to research the high-risk group of DM, mezd to utilize advanced information technologyerfiore, data mining

technology is an appropriate study field for usteDmining, also known as Knowledge Discovery indbaises (KDD), is

defined as the computational process of discoveratterns in large datasets involving methodsaetritersection of artificial

intelligence, machine learning, statistics, anébdase systems [2]. The main purposes of these de#ie pattern recognition,
prediction, association, and clustering. Data ngréontains a series of steps disposed automaticaigmi-automatically in

order to extract and discover interesting, unkndvitiden features from large quantities of data. fiilga quality of data and
the properly applied method are two significantez$p of data mining.

Data mining has been successfully applied to variitields in human society, such as weather prognosarket analysis,
engineering diagnosis, and customer relationshipagement. However, the application in disease gtiediand medical data
analysis still has room for improvement. For exampmvery hospital possesses a plethora of patibasec and medical
information, and it is essential to revise, supgamand extract meaningful knowledge from theda ¢a support clinical
analysis and diagnosis [3-4]. It is reasonablediele that there are various valuable patternsveaiting for researchers to
explore them.

As we all know, the number of diabetics is large] d is continuously increasing. Additionally, m@&ople know little about
their health quality. Therefore, believe it is mesary to establish a model that can classify petiario either suspected
patients or confirmed patients in 5 years fromftre examination time for the high-risk DM groulm particular, we have
focused on T2DM.

Section 2 presents the related work of data miminthe group of diabetics and potential patienecti®n 3 details the
experimental tools, dataset, and prediction md8ettion 4 describes the results of the experingattion 5 discusses the
results and the procedures of validation. Secti@oBcludes the paper with some directions for futuoek.

2. Related Works

In recent years, using the data mining techniquebleen used with increasing frequency to prediepthssibility of disease.
Many algorithms and toolkits have been createdsaundied by researchers. These have highlightetleheendous potential of
this research field. In this section, a few impottaorks that are closely related to the proposede are presented.

Based on several studies, we found that a commudyg dataset was the Pima Indians Diabetes Détasethe University of
California, Irvine (UCI) Machine Learning Databd8& Patil [6] proposed a hybrid prediction modelRM), which used a
K-means clustering algorithm aimed at validatinghasen class label of given data and used the &gdsithm aimed at
building the final classifier model, with 92.38%assification accuracy. Ahmad [7] compared the mtéth accuracy of
multilayer perception (MLP) in neural networks agsithe ID3 and J48 algorithms. The results shawatla pruned J48 tree
performed with higher accuracy, which was 89.3% parad to 81.9%. Marcano-Cedefio [8] proposed &difinetaplasticity
on multilayer perceptron (AMMLP) as a predictiondhebfor diabetes, for which the best result obtdinas 89.93%. All the
studies presented above used the same Pima Irdiiainstes Dataset as the experimental material Waikato Environment
for Knowledge Analysis (WEKA) toolkit was the primyatool which most researchers chose.

In order to obtain more useful and meaningful data,realized that the preprocessing methods arahpsers should be
chosen rationally. Vijayan V. [9] reviewed the bfitseof different preprocessing techniques for jcédg DM. The
preprocessing methods were principal componentysisa(PCA) and discretization. It concluded that freprocessing
methods improved the accuracy of the naive Bayessifler and decision tree (DT), while the suppertor machine (SVM)
accuracy decreased. Wei [10] analyzed risk factdr§2DM based on the FP-growth and Apriori algarith Guo [11]
proposed the receiver operating characteristic (R&®€a, the sensitivity, and the specificity prédevalues to validate and
verify the experimental results.

On the basis of an effective prediction algorithve,need an appropriate way to make the model caenefor everyone [12].
We found that Sowjanya [13] had developed an addapplication-based solution to overcome the daficy of awareness
about DM in his paper. The application used thedlsEsifier to predict diabetes levels for userse $iistem also provided
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information and suggestions about diabetes. It asezhl world dataset collected from a hospitahiem Chhattisgarh state of
India. Shi et al. [14] considered that preventii@PM should be directed toward individuals. Therefathey focused on
establishing a diabetes risk assessment modelaraaped a diabetes risk score system based ondamighiices.

Improving algorithm will be one main job of our papThere are some papers focusing on improvingltheeans algorithm.

Juntao Wang [15] presented an improved K-meangittigo using noise data filter. Yanhui Sun [16] pospd a method to
improve the selection of initial centers for k-msa&tustering based on extended Frobenius-normgJdlistance. And Shunye
Wang [17] showed an improved k-means clusteringrilym with variance which selected the initial stier centers using the
Huffman tree structure. Most papers optimized tigaiized procedure of cluster center.

For those people at risk of developing DM, it wacessary to develop a series of grading forecastiagdards [18].
Chandrakar and Dr. Saini [19] proposed the IndiagighMed Diabetic Risk Score (IWDRS) as a diabetesesing tool to
solve the problem of undetected pre-diabetes dadilagnosis. Han and Luo [20] proposed the pasewind size-constrained
K-means (PSCKmeans) method to screen the highpapklation of DM. The method provided a tool fakrstratification of
clinical disease.

In summary, some studies of algorithm comparis@hraadel establishing for DM prediction have beeroatplished by these
related works. However, the prediction accuracy@ata validity were not high enough for realisfiplcation. Besides, most
models proposed by other researchers could onfgmpemvell in one specific dataset but not adaptanous datasets. We need
to propose a novel prediction model for higher aacyand adapt to more datasets. Therefore, wedhesame Pima Indians
Diabetes Dataset and the same WEKA toolkit forfairtresearch. And two more datasets we collected ugng to test the
usability and adaptation of our model.

3. Modd and Algorithm

This section is comprised of the dataset descriptioe preprocessing procedure, and the classdicatgorithm. All the
experimental processes have been completed usngEKA toolkit. The proposed model is shown in Fig.

Data Prepared

[ Data Preprocessing]

)

Unsupervised Cluster ]

Use K-means Algorithm
with different value of seed

Remove Incorrectly
Classified Data

Data Cleaning

Calculate: rate = remaining data / sum
If the rate is lower than 75%, then
execute loop and try another value of seed.

[ Supervised Classification ] Use Logistic Regression Algorithm

}

[ Model Validation ]

Figure 2. Algorithm Model

3.1 Data Mining Toolkit

WEKA is a free and non-commercial toolkit. It castsiof standard machine learning and data miniggrithms, which are

based on the JAVA environment. Using these prepsing, classifying, clustering, associating aldwns, and the visual

interface, we were able to obtain useful knowlefllgen databases easily and conveniently. Partsositlalgorithms have been
selected to establish the prediction model for T2DM

In recent years, utilizing data mining algorithmamedical predictive analysis has increased deatoest research in related
areas. Over the last few years, several researbbgesposited that it is possible to acquire célijcassistive supports and
predictive models from basic patient data [21-R8)st papers published in the field of disease ptedi analysis for DM are
aimed at improving accuracy. Some researchers tiatagned considerable results by using this WEK@ikib and the Pima
Indian Diabetes dataset. However, the accuracydwma for improvement.

Extensive research has also been done on Pimanidihaetes disease diagnosis, and the resultsnebtaire presented in
Table ] [24]. We used the preprocessing method which dhtced in section 3.3 to deal with the original dateand then



simulated the same experiments as other researcAéier that, we updated the data in Tabkle Most of the values of
accuracy increased.

TABLE [ THE VALUES OFACCURACY OFCLASSIFICATION MADE

ON PIMA INDIAN DIABETES DATASET

M ethod Accuracy (%)
Discrim 775
MLP 73.8
Logdisc 78.2
SMART 76.8
BayesNet 747
NaiveBay 74.9
RandomFore: 76
J48 76.7
SGD 76.6
SMO 77
Backprop 75.2
RBF 75.7
LMT 76.6

3.2 Dataset Description
The Pima Indian Diabetes Dataset consists of indbion on 768 patients (268 tested positive instanaed 500
tested_negative instances) coming from a populatiear Phoenix, Arizona, USA. Tested_positive arstett negative
indicates whether the patient is diabetic or regpectively. Each instance is comprised of 8 aitei, which are all numeric.
These data contain personal health data as wedkatts from medical examinations. The detailedbattes in the dataset are
listed as follows, and TablH shows some samples extracted from the dataset.
® Number of times pregnant (preg)
Plasma glucose concentration at 2 hours in angtwabse tolerance test (plas)
Diastolic blood pressure (pres)
Triceps skin fold thickness (skin)
2-hour serum insulin (insu)
Body mass index (bmi)
Diabetes pedigree function (pedi)
Age (age)
® Class variable (clags

3.3 Data Preprocessing

The quality of the data, to a large extent, afféleésresult of prediction. This means that datpmreessing plays an important
role in the model [25]. The WEKA toolkit containsamy kinds of filters for preprocessing purposesthis study, we have
selected some appropriate methods to optimizerigmal dataset.

First, we have analyzed each attribute’s medicaligation and its correlation to DM. We determirtbet the number of
pregnancies has little connection with DM [6]. Téferre, we transformed this numeric attribute intwoaninal attribute. The
value 0 indicates non-pregnant and 1 indicatesnanelg The complexity of the dataset was reducetthisyprocess.

Second, there are some missing and incorrect vafu#ise dataset due to errors or deregulation. Mdghe inaccurate
experimental results were caused by these measmgidues. For example, in the original datasety#tiues of diastolic blood
pressure and body mass index could not be 0, whitibates that the real value was missing. To redhe influence of
meaningless values, we used the means from tménigadata to replace all missing values.

TABLE II SAMPLES OFDATASET

preg plas pres skin insu bmi pedi age class
1 8¢ 66 23 94 28.1 0.167% 21 tested_negati\
0 137 40 35 168 43.1 2.288 33 tested_positive
3 78 50 32 88 31 0.248 26 tested_positive



2 197 70 45 543 30.5 0.158 53 tested_positive
1 189 60 23 846 30.1 0.398 59 tested_positive
5 166 72 19 175 25.8 0.587 51 tested_positive
0 118 84 47 230 45.8 0.551 31 tested_positive
1 103 30 38 83 43.3 0.183 33 tested_negative
1 115 70 30 96 34.6 0.529 32 tested_positive
3 126 88 41 235 39.3 0.704 27 tested_negative

After the above steps were applied, the unsupehnsemalize filter for attribute was used to norimalall the data into the
section [0, 1] by using (1), whex¢ is the mean or average value for the variablesdadhe standard deviation for the variable.
Value is the new normalized value. This avoidsdbeplexity of calculation and accelerates the spddlde operation.

Value = Z2ue—x' 1)

3.4 Data Classification

The model consists of double-level algorithms. he first level, we used the improved K-means atborito remove
incorrectly clustered data. The optimized datasas wsed as input for next level. Then, we useddbistic regression
algorithm to classify the remaining data.

3.4.1 Improved K-means Cluster Algorithm

Cluster analysis aims at partitioning the obseovetiinto disparate clusters so that observatiotiimihe same cluster are
more closely related to each other than those ragitp different clusters [26]. The K-means is ofithe most popular cluster
algorithms. It is a typical distance-based cluatgorithm, and the distance is used as a measwiendérity, i.e., the smaller

distance between objects shows the greater sityil&fig. 3 shows a graphic procedure of the K-meagserithm, and the

procedures of the K-means Cluster algorithm afelbsvs:

d. e. f.
Figure 3. Procedures of the K-means algorithm

1) Show all objects (step a). Select K from provided N as the number of initial cluster center (step b). In Fig. 3b, the value
of K is 2, and we use the ‘%’ to present the categories.

2) Calculate distance between each object and cluster center. Cluster every object to the nearest cluster according to the
distance using (2) extracted from [27] (step c).

2 2
59 = ey =m0 <l ~mO i 1< < ) (2’

3) Recalculate every cluster center to verify whether they are changed using (3) extracted from [24] (step d).

(t)_ 1

TR S @

4) Circulate step 2 and step 3 until the new cluster center is the same as the original one, i.e., convergence and end of the
algorithm (step e and f).

In this study, we select 2 as the value of K begdhs ‘Class’ variable contains two results. Welltbe processed data after
the preprocessing. TablH shows that clusterO means negative class anceclusteans positive class. One of the most
important problems about K-means algorithm in theké/toolkit is that the initial seed value is proed randomly and we
need to set the value of seed according to ourrexe. The seed value directly affects the resfidtusters. In order to avoid
the deviation of experimental results caused bgsamess of seed value, we take some steps. Thstésis that we insert a
program to record and sort the value called ‘Wittlirster sum of squared errors’ by ascend ordezvémy experiment, a seed
corresponds to the value called ‘Within cluster frequared errors’. The smaller the value, theebéhe result. We record ten
thousand values corresponding to the seed valoedre to ten thousand. Those high quality seecewaillibe used firstin the
second step. So the initial value of the seed wseln this experiment was 100. The second stiyaisve insert a loop at the
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end of the algorithm. We removed those incorredthgtered data and calculated the rate using tineula expressed as (4). If
the rate was higher than 75%, then we moved to¢helevel. Otherwise, it should exit the loop andanother seed value. If
an appropriate seed value could not be found tcertfak rate higher than 75% after 10 thousand loop® seconds, we used
the most proximate rate and corresponding seeahdeing to the next level.

remaining data (4)

rate =
sum

After the removal procedure, we obtained 589 cdlyetassified patients, which all served as infuthe logistic regression
algorithm.

TABLE [ RESULT OF THE2-MEANS CLUSTER OF THEINITIAL DATASET

No. Label Count
1 cluster( 45¢
2 cluster: 31C

3.4.2 Logistic Regression Algorithm

The classification algorithm aimed to establisha@le that can map data items to a given categasgdbon the existing data.
It was used to extract significant data items frtie@ model or to predict the tendency of data. Irsthoases, the dependent
variable of the logistic regression algorithm igdny-classification. It means that the logisticresgion algorithm is always
used to solve two-category problem. The main pwmdour experiment is to predict whether one peisaiabetic or not,
which is a typical binary-classification problemedides, the logistic regression algorithm is alwaged in data mining,
disease automatic diagnosis and economic predjagpecially predicting and classifying of mediaatl health problem. In
conclusion, we decided to use the logistic regoesas one part of our proposed model. The logisticession algorithm is
based on the linear regression model expressés).as (

P=o+B, X1 B, X0+ .. +B, Xm (5)

The classification problem is very much like theelar regression problem. Linear regression proldamonly predict a
continuous value. It maintains consistent sensjtiviroughout the real number field. The predictredue of the classification
problem can only be 0 or 1, so we may set a ctiticnt. The output is 1 if the value is greatarilihe threshold, otherwise the
output is 0. The output variable range of logistigression is always between 0 and 1. Logisticasgion is a regression model
that reduces the prediction range and limits tleeligtion value to [0, 1]. Based on linear regressibe logistic regression adds
a layer of sigmoid function (non-linearity). Theafares are first summed linearly and then predicigidg the sigmoid
function. The main formulas of the logistic regieasalgorithm are shown in (6), (7), and (8).

Pr(Y=+1]X) ~p-X and P{Y=-1|X)=1-Pr(Y=+1|X) ©)
1 6(%) ;:1;X €[0,1] (the sigmoid function @)
PI(Y=+1]X) ~o(8-X) and P{Y=-1|X)=1-Pr(Y=+1|X) (8)

In this study, we have two categories, i.e., th&tpe@ group and the negative group. The Y indiséitat the patient is diabetic.
X independent variables represent the 8 attribintése original dataset. Every dependent variable &ssigned a coefficient
value called representing the weight. After being analyzed l®y logistic regression algorithm, the dataset slloexery
variable’s value of weight. Different weights repeat diverse correlation between X and Y. Onceglgeession model has
been settled, it is efficient to input new data gmeddict whether the outcome is positive or negathWe set the logistic
regression algorithm as the final step. The oufimat result are discussed in the next chapter.

4. Experimental Result

Using the WEKA toolkit, it was convenient for us study the result of the experiment through a \ized interface. We
analyzed and evaluated our model based on theniolipaspects. The result is shown in Fig. 4.



=== Stratified cross-validation ===
—— Summary ——

Correctly Classified Instances 562 95.418 %
Incorrectly Classified Instances 27 4.584 %

Kappa statistic 0.8975
Mean absclute error 0.0947
Root mean squared error 0.2093
Relative absolute error 20.8655 &
Root relative squared error 43.9386 %
Total Number of Instances 589
=== Detailed Accuracy By Clazss ==
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area FRC Area Cla3s
0.982 0.098 0.3950 0.982 0.965 0.899 0.979 0.3990 tested negative
0.902 0.018 0.964 0.902 0.932 0.899 0.979 0.933 tested positive
Weighted Avg. 0.954 0.070 0.954 0.954 0.954 0.899 0.379 0.370

=== Confusion Matrix ===
& Db <-- classified as
7 7

| a = tested_negative
| b = tested positive

Figure 4. The result of the experiment

4.1 K-fold Cross Validation

K-fold cross-validation is a method we frequentbguo verify the performance of a model. In thiglgt we used 10-fold cross
validation. The initial sample was divided into dulb-samples. Each separate sub-sample was retgtbd validation data,
while the other 9 samples were used to train. Topgsed model was trained and tested 10 timesadentage of this method
is that it reduces the bias associated with thdaamsampling method [5].

4.2 Detailed Accuracy

In general, the process of prediction contains thfferent results called true positive (TP), tnegative (TN), false positive
(FP), and false negative (FN). The confusion matisplays these four results of this study in Tabl€€olumn A presents the
tested positive results, and column B presentddbied negative results. The first row shows thelipted results for the
positive class, and the second row shows the pgestiesults for the negative class.

TABLE [1 CONFUSIONMATRIX

A B Classified
3717 7 Predicted Positi\
20 18t Predicted Negati

From the outcome of detailed accuracy, we presanessignificant indicators as follows.

The precision is calculated by (9). In this expenim the value was 0.954.

Precision=— 9)
TP+FP
The recall, also known as the specificity, is cltad by (10). In this experiment, the value w£50.

_ TP
RecaII—TPJrFN (10)

The Mathews correlation coefficient (MCC) is usedaaneasure of the quality of binary classificatiazalculated by (11). In
this experiment, the value was 0.899.
TPxTN-FPxFN

Mce= JTP+EP)X(TP+FN)x(TN+FP)x(TN+FN) (11)

The ROC area is a graphical plot that illustratess performance of a binary classifier system asvahim Fig. 5. In this
experiment, the value was 0.979.

False Positive Rate

0 ' 055 i
True Positive Rate

Figure 5. The ROC area



4.3 Kappa Statistic

The kappa statistic is a significant parameteutigg the consistency of the model. It comparesebelt of proposed model
with a result generated by the randomly classifiethod. The value of the kappa statistic was bet@eend 1. The value close
to 1 presents the expected effect of the modelevthineans invalid. The equation of the kappasitatis shown in (12), (13),

and (14).

K= [P(A) — P(E)]/[1 - P(E)] (12)
P(A) = (TP + TN)/N (13)
P(E) = [(TP + FN) * (TP + FP) * (TN + FN)]/N? (14)

The kappa value in this experiment was 0.8975, wheans the proposed model attains great consystenc
5. Discussion

In this study, the model was evaluated based oprigsion, recall, ROC area, and kappa statissicudsed above.
Furthermore, the prediction accuracy was the migstficant factor. In this section, we compare tesults with those of some
published works and apply our model in two rele\@atasets.

5.1 Model Validation

In order to show that our model’s accuracy of predn has achieved a certain level of improvemeetcompared our results
with some researchers’ experiments using the sataset. After being processed by preprocessinglasdified algorithms,
the remaining 589 data only contain 27 instanceshware classified into incorrect classes. The mmuwas up to 95.42%.
The others’ results are listed in TablePatil [6] showed an accuracy of 92.38%, whicthesclosest accuracy to ours, but the
result came from a smaller number of samples. @8B/instances left after they used K-means algoritimd deleted some
incorrectly classified instances, while we obtairt89 correctly classified data after used improXetheans algorithm.
Marcano-Cedefio [8] proposed a model named AMMLR¢hvachieved an accuracy of 89.93%. The confusiatrimisshown

in their paper only contained 308 instances, thatlghd 75.92% specificity and 97.5% sensitivitjhimAad [7] used pruned and
unpruned J48 algorithms to present accuracies.8#88nd 86.6%. None of these experiments achietghar accuracy than
ours.

TABLE [1 COMPARISON WITHOTHERS EXPERIMENTS

M ethod Accuracy Reference
Our Proposed Model 95.42% This Paper
HPM 92.38% B.M. Patil [6]
AMMLP 89.93% Alexis Marcano-Cedefio [8]
J48 (pruned) 89.3% Aliza Ahmad [7]

J48 (unpruned) 86.6% Aliza Ahmad [7]
Hybrid model 84.5% Humar Kahramanli [28]
MLP 81.9% Aliza Ahmad [7]

Logistic 78.2% Weka
J48 76.7% Weka
SGD 76.6% Weka
ELM 75.72% Rojalina Priyadarshini [29]
NaiveBay 74.9% Weka
BayesNe 74.7% Weke
CART 72.8% Ster & Dobnikar
KNN 67.6% Statlog

5.2 Evaluated by New Datasets
5.2.1 Dataset Provided by Dr. Schorling

In order to provide more evidence to demonstragegtiediction accuracy and adaptability of our mpael applied the model
in a new diabetes dataset, which was donated bgd@orling from the Department of Medicine of theilersity of Virginia
School of Medicine. It contains 1,046 instancesddig into two opponent class. We choose 12 sigmifiattributes from 19
original attributes according to comparison witle thttributes of the Pima Indians Diabetes Datasdt sbme clinical
experience. These attributes are shown as follé@tal cholesterol, stabilized glucose, high-densippprotein (HDL),
cholesterol HDL ratio, glycosylated hemoglobin, agender, height, weight, systolic blood pressdiastolic blood pressure,
and waist-hip ratio. The expanded coverage shohediteat advantage of this dataset. The providést-vgp ratio is a more



credible factor for diabetes research [30]. It isrenreliable for containing both systolic blood ggere and diastolic blood
pressure. The confusion matrix is displayed in &ahl

TABLE [1 CONFUSIONMATRIX

A B Classified
62% 57 Predicted Positi\
23 161 PredictecNegative

The results are shown in Table We use some algorithms integrated in the Wekikitdo test our proposed model with this
new dataset. All the data prove that the proposedetris suitable for predicting DM based on thigvrtataset.
TABLE [ RESULT OF THENEW DATASET

Item Value M ethod Accuracy
Prediction Accurac 0.907% Our mode 0.907%
Precisiol 0.91¢ RandomFore 0.79
Recal 0.96¢ MLP 0.7¢
MCC 0.75: BayesNe 0.77
ROC Are: 0.95% Jag 0.72
Kappa Statisti 0.752 Logistic 0.72

5.2.2 Dataset Collected from Online Questionnaire
Our proposed model has been shown to have a higlraay for predicting diabetes. Considering thgéanumber of DM
patients in China, which is mentioned in chaptewe collected more basic healthy parameters. Tbstigpnnaire we designed
consists of 14 contributes: age, gender, pregriantily factor, BMI, sleep time, sleep quality, smgy, diuresis, hunger,
smoking and drinking, blood pressure, blood glucesel OGTT. The dataset contains 384 instanceshvarie divided into
two groups, 68 positive and 316 negative. It waammgful for us to understand the practicabilityoof proposed model by
applying it in a realistic dataset of Chinese pafiohs. The confusion matrix of the experiment kasudisplayed in Tabl#Il.
TABLE VI CONFUSIONMATRIX

A B Classified
49 4 Predicted Positi\
10 291 Predicted Negati\

After being processed by the steps of preprocessidglassification, the dataset revealed soméfisigmt results, which are
demonstrated in Tablél We use some algorithms integrated in the Wekkitdo test our proposed model with this new
dataset. The result shows as below. The prediaticaracy was approximately 94%, which proves top@sed model is
reliable and effective.

TABLE IX RESULT OF THENEW DATASET

Item Value Method Accuracy
Prediction Accurac 0.93¢ Our mode 0.93¢
Precisiol 0.92¢ RandomFore 0.89€
Recal 0.92¢ BayesNe 0.88
MCC 0.78¢ Logistic 0.85¢
ROC Are: 0.96: Jag 0.85¢
Kappa Statisti 0.78¢ MLP 0.85¢

6. Conclusion and Future Work

This paper aimed to establish an appropriate piedianodel for the high-risk T2DM group. Based omamber of
researchers’ experiences, we proposed a novel metrlh consists of double-level algorithms, ithe improved K-means
and logistic regression algorithms. In order to enakvalid comparison with others’ results, it wagsessary to conduct this
model using the WEKA toolkit and use the same Pintkan Diabetes Dataset. Proper filters were @ilizo improve the
validity and rationality of the dataset. The progasnodel that consisted of both cluster and clasthod ensured the
enhancement of prediction accuracy. In Sectionndtheer realistic dataset provided by Dr. Schorlivegs used to test and
verify the model. Our proposed model has provemetappropriate for predicting T2DM. One of our psed model’s
benefits is that it avoids deleting overmuch ordidata. It ensures the high quality of experimlediéda. The other benefit is
that our model can apply in the Pima Indian Diabd&ataset as well as other various datasets. WHel&imitation is that it
consumes more time during the part of preprocessing

We described that some papers focus on improvimggléns by optimizing the initialized procedure aistér center in Section
2. But our improved model is based on the purpégeaalicting DM2 and matches up with the logistgmession algorithm. It
assures less time consuming and maximum retenfioriginal data. Although the improved model is sotcomplicated, it
attained well effect according to plenty of expezirts.



The main problems we solved are improving accudd@yediction model and making the model to adamtifferent datasets.
In this paper, we conclude that our proposed mshkeling higher prediction accuracy than other neteas’ experimental
results. And the improved K-means algorithm we pemgal contributed a lot to the prediction model. &twer, there are two
more dataset applied in our proposed model anof #lem obtained well effect.

For future work, it is necessary to bring in hoapétreal and latest patients’ data for continutasing and optimization of
our proposed model. The quantity of the datasetildhoe large enough for training and predicting-B2]. Some advanced
algorithms and models should be applied in theysafdM. Grading forecasting standards are alscesgary for potential
diabetes patients. Developing a series of rulestamtards is a valid method to prevent people fteweloping DM. Based on
that, a more effective model for predicting DM agrdding potential patients is presented. This inglp to lower the growth
rate of diabetes and eventually decrease the fidkweloping DM.

It is more convenient and efficient for people btain an application about health management ofddtheir mobile devices
[33-37]. We are currently developing an applicatioe will provide reasonable and rational healiygestions to the high-risk
group. Diabetes patients can conveniently useaghyidication to test their blood glucose level, lguessure, and heart rate.
Furthermore, this medical data will be saved imtbase for further procedures about data visnglemnd model optimization.
This will not only help people understand theirltieaonditions, but will also help them create allbtey lifestyle.
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