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a b s t r a c t

We propose the measure of residual inaccuracy of order statistics and prove a characteri-
zation result for it. Further we characterize some specific lifetime distributions using resid-
ual inaccuracy of the first order statistics. We also discuss some properties of the proposed
measure.
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1. Introduction

Let X and Y be two non-negative random variables with pdf respectively f and g . Shannon (1948)measure of uncertainty
associated with X and Kullback (1959) measure of discrimination of X about Y are given by respectively

H(X) = H(f ) = −


∞

0
f (x) log f (x)dx, (1)

and

H(f |g) =


∞

0
f (x) log


f (x)
g(x)


dx. (2)

Adding (1) and (2), we get

H(f )+ H(f |g) = −


∞

0
f (x) log g(x)dx, (3)

which is Kerridge (1961) measure of inaccuracy associated with random variables X and Y . If we consider F as the actual
distribution function then G can be interpreted as reference distribution function.

In survival analysis and life testing, the current age of the system under consideration is also taken into account. Thus,
for calculating the remaining uncertainty of a system which has survived up to time t , the measures defined in (1)–(3) are
not suitable. Ebrahimi (1996) considered a random variable Xt = (X − t)|X > t, t ≥ 0 and defined uncertainty and
discrimination of such a system, given by

H(f ; t) = −


∞

t

f (x)
F̄(t)

log

f (x)
F̄(t)


dx, (4)
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and

H(f |g; t) =


∞

t

f (x)
F̄(t)

log

f (x) \ F̄(t)
g(x) \ Ḡ(t)


dx (5)

respectively, where F̄(t) = 1 − F(t).
Clearly when t = 0, then (4) and (5) reduce respectively to (1) and (2).
Taneja et al. (2009) defined dynamic measure of inaccuracy associated with two residual lifetime distributions F and G

corresponding to the Kerridge measure of inaccuracy given by

H(f , g; t) = −


∞

t

f (x)
F̄(t)

log

g(x)
Ḡ(t)


dx. (6)

Clearly for t = 0, it reduces to (3).
In this communication we propose the measure of residual inaccuracy of order statistics. By the term order statistics

we mean if X1, X2, . . . , Xn are n independent and identically distributed observations from a distribution F , where F is
differentiable with a density f which is positive in an interval and zero elsewhere, then the order statistics of a sample is
defined by the arrangement of X1, X2, . . . , Xn from the smallest to the largest denoted as X1:n, X2:n, . . . , Xn:n. These statistics
have been used in a wide range of problems like detection of outliers, characterizations of probability distributions, testing
strength of materials etc., for details refer to Arnold et al. (1992) and David and Nagaraja (2003). In reliability theory order
statistics are used for statistical modeling, as the ith order statistics in a sample of size n corresponds to life length of a
(n − i + 1)-out-of-n system. The pdf of the ith order statistics Xi:n is given by

fi:n(x) =
1

B(i, n − i + 1)
F(x)i−1(1 − F(x))n−if (x), (7)

where B(i, n − i + 1) =
Γ (i)Γ (n−i+1)

Γ (n+1) is the beta function with parameters i and (n − i + 1), for details refer to Arnold et al.
(1992).

Several authors haveworked on information theoretic aspects of order statistics, for details refer to Ebrahimi et al. (2004)
and Zarezadeh andAsadi (2010). Recently Thapliyal and Taneja (2013) have introduced the concept of inaccuracy using order
statistics. They have proposed the measure of inaccuracy between the ith order statistics and the parent random variable
and proved a characterization result for the same. In this paper we extend the concept of inaccuracy of ordered random
variables to dynamical system. The organization of this paper is as follows: In Section 2 we propose the measure of residual
inaccuracy for the ith order statistics and explore some properties of it. Section 3 focuses on characterization results based
on residual inaccuracy of order statistics. Some concluding remarks are mentioned in Section 4.

2. Measure of residual inaccuracy for Xi:n

Ebrahimi et al. (2004) studied some information theoretic measures based on order statistics using probability integral
transformation and defined Shannon entropy and Kullback relative information measures, which are given by respectively

Hn(Xi:n) = Hn(fi:n) = −


∞

0
fi:n(x) log fi:n(x)dx = Hn(Wi:n)− Egi [log f (F

−1(Wi))], (8)

and

Hn(fi:n; f ) =


∞

0
fi:n(x) log


fi:n(x)
f (x)


dx = −Hn(Wi:n), (9)

whereWi:n is the ith order statistics of uniformly distributed random variables U1,U2, . . . ,Un and

gi(w) =
1

B(i, n − i + 1)
wi−1(1 − w)n−i, 0 ≤ w ≤ 1,

is density function ofWi:n.
Thapliyal and Taneja (2013) defined the inaccuracy between the ith order statistics and the parent random variable as

In(fi:n, f ) = −


∞

0
fi:n(x) log(f (x))dx. (10)

Analogous to (10), we propose

In(fi:n, f ; t) = −


∞

t

fi:n(x)
F̄i:n(t)

log

f (x)
F̄(t)


dx, (11)
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Table 1
Residual inaccuracy for the first order statistics.

Distribution P.d.f. Residual inaccuracy

Uniform in [0, b] 1
b log

 b−t
b


+ log(b)

Exponential θe−θx 1
n − log θ

Pareto aba

(x+b)a+1 , a > 1, b > 0 − log
 a
t+b


+
 a+1

na


Finite range a(1 − x)a−1

− log
 a
1−t


+
 a−1

na


as the dynamic residual measure of inaccuracy associated with two residual lifetime distributions Fi:n and F . Note that
F̄i:n(t) = 1 − Fi:n(t) is the survival function corresponding to Xi:n given by

F̄i:n(t) =
B̄F(t)(i, n − i + 1)
B(i, n − i + 1)

where

B̄x(a, b) =

 1

x
ua−1(1 − u)b−1du, 0 < x < 1, a > 0, b > 0

is the incomplete beta function, for details, refer to David and Nagaraja (2003).
Note that when t = 0, (11) reduces to measure of inaccuracy as defined in (10).
In Table 1,we compute the residual inaccuracymeasure for the first order statistics for some specific lifetimedistributions

which are applied widely in reliability and life testing of system.

Proposition 2.1. Let M = f (m) < ∞ where m = sup{x; f (x) ≤ M} is the mode of the distribution. Then

In(fi:n, f ; t) ≥ log(F̄(t))− logM.

Proof. We have from (11)

In(fi:n, f ; t) = −


∞

t

fi:n(x)
F̄i:n(t)

log

f (x)
F̄(t)


dx

= log F̄(t)−
1

F̄i:n(t)


∞

t
fi:n(x) log f (x)dx.

As m is the mode of the distribution, hence log f (x) ≤ logM . Using this fact in above equation we get

In(fi:n, f ; t) ≥ log F̄(t)− logM. (12)

Next we want to prove an important property of inaccuracy measure using some properties of stochastic ordering. For that
we present the following definitions:

1. A random variable X is said to be less than Y in likelihood ratio ordering (denoted by X
lr
≤ Y ) if fX (x)

gY (x)
is non increasing in x.

2. A random variable X is said to be less than Y in the stochastic ordering (denoted by X
st
≤ Y ) if F̄(x) ≤ Ḡ(x) for all x, where

F̄(x) and Ḡ(x) are the survival functions of X and Y respectively.

Theorem 2.1. Let X1, X2, . . . , Xn be independent and identically distributed random variables representing the lifetime of a series
system, that is when i = 1. Let F and f denote their distribution function and density function respectively. If f is decreasing in
its support then corresponding inaccuracy is the decreasing function of n.

Proof. We know that the random variable {Xi:n|Xi:n > t} has density function

gi(y) =
1

B̄F(t)(i, n)
yi−1(1 − y)n−1, F(t) ≤ y ≤ 1,

where B̄F(t)(a, b) =
 1
F(t) x

a−1(1 − x)b−1dx is the incomplete beta function.
As f is decreasing in its support for a series system (that is for i = 1), hence

gn+1(x)
gn(x)

=
B̄F(t)(1, n)y
B̄F(t)(1, n)

, F(t) ≤ y ≤ 1
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Fig. 1. Inaccuracy of the first order statistics of exponential distribution.

is a decreasing function. This implies that Xn+1
lr
≤ Xn which implies Xn+1

st
≤ Xn, refer to Shaked and Shanthikumar (2007).

Also it is given that f (F−1(x)) is the decreasing function of x. Hence, for i = 1,

Eg1 [log(f (F
−1(Un)))] ≤ Eg1 [log(f (F

−1(Un+1)))].

Also from (11), the residual inaccuracy of the ith order statistics is

In(fi:n, f ; t) = log(F̄(t))−
1

F̄i:n(t)


∞

t
fi:n(x) log f (x)dx

= log(F̄(t))−

 1

F(t)

ui−1(1 − u)n−i log(f (F−1(u)))du
B̄F(t)(1, n)

= −Egi [log(f (F
−1(Un)))] + log(F̄(t))

using probability integral transformation, U = F(X). Therefore, for i = 1 and n ≥ 1 we have

In(f1:n, f ; t)− In+1(f1:n+1, f ; t) = −Eg1 [log(f (F
−1(Un)))] + log(F̄(t))+ Eg1 [log(f (F

−1(Un+1)))] − log(F̄(t))
≥ 0.

This completes the proof.

In Fig. 1, we plot the inaccuracy of the exponential distribution with θ = 0.5 of the first order statistics for n =

1, 2, . . . , 30.

Remark. Note that Theorem 2.1 may not be true in general for all values of i. Let us consider (n − 2)-out-of-n system, then
lifetime of such a system is X2:n. Consider a system with components having pdf f (x) =

2
(x+1)3

, x ≥ 0. Fig. 2 shows that
inaccuracy function of X2:n for t = 0.3 and for n = 1, 2, 3, . . . , 10 is an increasing function of n whereas f is decreasing.
However, it can be easily checked that for the same f (x) inaccuracy is a decreasing function of n for i = 1.

3. Characterization results

Baratpour et al. (2007, 2008) have shown that Shannon entropy and Renyi (1961) entropy of the ith order statistics
characterize the distribution function uniquely. Baratpour (2010) proved that cumulative residual entropy (2004) of the
first order statistics characterizes the underlying distribution function uniquely. Gupta et al. (2014) proved that the dynamic
entropies of the ith order statistics characterize the distribution function uniquely. In this section we proposed measure of
dynamic residual inaccuracy between the ith order statistics and parent random variable characterizes the distribution
function uniquely using the sufficiency condition for the existence of unique solution of an IVP (initial value problem) given
by

dy
dx

= f (x, y), y(x0) = y0,

where f is a function of two variableswhose domain is a regionD ⊂ R2, (x0, y0) is a point inD and y is the unknown function.
By the solution of the IVP on an interval I ⊂ R, we mean a function φ(x) such that (i) φ is differentiable on I , (ii) the growth
of φ lies in D, (iii) φ(x0) = y0 and (iv) φ′(x) = f (x, φ(x)), for all x ∈ I . The following theorem together with other results
will help in proving our characterization result.
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Fig. 2. Inaccuracy of the second order statistics, for n = 1, 2, . . . , 10.

Theorem 3.1. Let the function f be a continuous function defined in a domain D ⊂ R2 and let f satisfy Lipschitz condition (with
respect to y) in D, that is

|f (x, y1)− f (x, y2)| ≤ k|y1 − y2|, k > 0, (13)

for every point (x, y1) and (x, y2) in D. Then the function y = φ(x) satisfying the initial value problem y′
= f (x, y) and

φ(x0) = y0, x ∈ I , is unique.

We use the following lemma, refer to Gupta and Kirmani (2008), to present a sufficient condition which ensures that
Lipschitz condition is satisfied in D.

Lemma 3.1. Suppose that the function f is continuous in a convex region D ⊂ R2. Suppose that ∂ f
∂y exists and it is continuous in

D. Then, f satisfies Lipschitz condition in D.

Theorem 3.2. Let X be a non-negative continuous random variable with distribution function F(·). Let the dynamic residual
inaccuracy of the ith order statistics based on a random sample of size n be denoted by In(fi:n, f ; t) < ∞, t ≥ 0. Then In(fi:n, f ; t)
characterizes the distribution.

Proof. We know that

In(fi:n, f ; t) = −


∞

t

fi:n(x)
F̄i:n(t)

log

f (x)
F̄(t)


dx

= log F̄(t)−
1

F̄i:n(t)


∞

t
fi:n(x) log f (x)dx.

Taking derivative of both sides with respect to t , we have

d
dt

[In(fi:n, f ; t)] = −λF (t)+ λFi:n(t) (In(fi:n, f ; t)+ log(λF (t))) ,

where λF (t) and λFi:n(t) are the hazard rates of X and Xi:n respectively.
Taking derivative with respect to t again and using the relation

λFi:n(t) = c(t)λF (t),

where

c(t) =


(F(t))i−1(1 − F(x))n−i+1

B̄F(t)(i, n − i + 1)


λF (t),

we get

λ′

F (t) =


λF (t)


c(t)I ′n(fi:n, f ; t)


−

c ′(t)I ′n(fi:n, f ; t)+ c ′(t)λF (t)+ c2(t)λF (t)I ′n(fi:n, f ; t)


c(t)


λF (t)+ I ′n(fi:n, f ; t)

 
. (14)

Suppose that there are two functions F and F∗ such that

In(fi:n, f ; t) = In(f ∗

i:n, f ; t) = h(t), say.
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Then for all t , from (14) we get

λ′

F (t) = ψ(t, λF (t)), λ′

F∗(t) = ψ(t, λF∗(t)),

where

ψ(t, y) =


y

c(t)h′′(t)−


c ′(t)h′(t)+ c ′(t)y + c ′′(t)yh′(t)


c(t) (yc(t)+ h′(t))


.

Using Theorem 3.1 and Lemma 3.1 we have, λF (t) = λF∗(t), for all t . The fact that the hazard rate function characterizes the
distribution function uniquely, we get the desired result.

Further by considering a relation between dynamic residual inaccuracy of the first order statistics and hazard rate
function, we characterize some specific lifetime distributions. We give the following results:

Theorem 3.3. Let X be a non-negative continuous random variable with distribution function F(·). Let the dynamic residual
inaccuracy of the first order statistics based on a random sample of size n be denoted by In(f1:n, f ; t) < ∞, t ≥ 0. Let λF (t) be
the hazard rate function of X and let

In(f1:n, f ; t) = c − log λF (t), (15)

where c is a constant. Then X has

(i) an exponential distribution iff c =
1
n ,

(ii) a Pareto distribution iff c > 1
n ,

(iii) a finite range distribution iff c < 1
n .

Proof. Let us assume that

In(f1:n, f ; t) = c − log λF (t).

Taking derivative with respect to t on both sides of the above equation, we have

d
dt

[In(f1:n, f ; t)] = −λF (t)+ λF1:n(t) (In(f1:n, f ; t)+ log(λF (t))) , (16)

where λF (t) and λF1:n(t) are the hazard rates of X and X1:n respectively. It is easy to see that λF1:n(t) = nλF (t). Using
In(f1:n, f ; t) = c − log λF (t) and putting the value of λF1:n(t), (16) reduces to

−λ′

F (t) = (nc − 1)λ2F (t).

The solution of this differential equation is given by

λF (t) =
1

at + b
, (17)

where a = (nc − 1) and b = λF0.
(i) If c =

1
n , then a = 0 and from (17) λF (t) turns out to be a constant, which is possible if X has exponential distribution.

(ii) If c > 1
n , then a > 0, and (17) becomes the hazard rate function of the Pareto distribution.

(iii) If c < 1
n , then a < 0 and (17) becomes the hazard rate function of the finite range distribution.

The only if part of this theorem is easy to prove.

4. Conclusion and comments

The concept of entropy as studied by Shannon (1948) in information theory plays a crucial role in many applications.
For a system, which is observed at time t , the residual entropy measures the uncertainty about the remaining life of the
distribution. Information measures based on order statistics are crucial for measuring uncertainty in statistical modeling.
We have studied the dynamicmeasure of inaccuracy for the first and ith order statistics and have shown that these dynamic
informationmeasures uniquely determine thedistribution function. The results studied in this paper canbeuseful for further
exploring the concept of information measures based on order statistics.
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